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Preface 
 
We are pleased to present this volume which contains the papers accepted for presentation at 
COLIEE 2025, which is the milestone twelfth Competition on Legal Information Extraction and 
Entailment (COLIEE 2025).  As in previous years when the International Conference on 
Artificial Intelligence (ICAIL) is held, we are again joining the ICAIL 2025 conference as a 
companion workshop, to be held at Northwestern University in Chicago, from June 16 to 20, 
2025. 
 
As in recent COLIEE summaries, what began as only a handful of competitors from Japan and 
Canada, COLIEE has spread world wide.  This year the COLIEE 2025 competition attracted 24 
teams from 13 different countries, demonstrating the growing global interest in legal AI research. 
For the first two tasks on case law, eight teams submitted a total of 21 runs for Task 1, and six 
teams submitted a total of 18 runs for Task 2. For the statute law tasks, eight teams submitted a 
total of 22 runs for Task 3, and ten teams submitted a total of 29 runs for Task 4.  For the pilot 
task on Tort law four teams submitted a total of 10 runs.  
 
In addition to this year’s task participants, the COLIEE organizing team has continued to extend 
and maintain the history of data used in the COLIEE competition, and repond to a growing 
number of requests to share that data, all confirmed for use in research projects around the world.  
We now have a dedicated team member to moderate access to these data sets (Calum Kwan), 
which are curated at a facility at the National Institute of Informatics in Tokyo.  As originally 
intended, we have not only managed to grow and sustain the COLIEE competition but now 
provide access to one of the world’s most valued fully annotated legal data corpora. 
 
The COLIEE organizers would like to acknowledge the continued support of people and 
organizations around the planet, including Colin Lachance from Compass Law/Vlex, Juliano 
Rabelo from Jurisage, both in Canada, and  to Young Yik Rhim of Intellicon in Seoul, who has 
been our advocate since the beginning of COLIEE. 
 
In addition, we acknowledge our combined Japanese  team, founder Ken Satoh (NII), Yoshinobu 
Kano (Shizuoka University), Masaharu Yoshioka (Hokkaido University), Hiroaki Yamada 
(Institute of Science Tokyo, Tokyo), and our Canadian team of Mi-Young Kim, Calum Kwan, 
and Randy Goebel (University of Alberta).  These people have tirelessly contributed in such a 
collegial manner, to grow and sustain the COLIEE competition for twelve years. 
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ABSTRACT
In this paper, we present our techniques applied by the UA team in
the 2025 Competition on Legal Information Extraction and Entail-
ment (COLIEE 2025). We participated in both retrieval and entail-
ment tasks for case law and statute law. Our information retrieval
approach achieved an unofficial ranking of 7th in Task 1. For Task 2,
our best approach-combing language models with natural language
inference and BM25 was ranked 14th. In Task 3, our model was
ranked 17th for the retrieval task, while in Task 4 our approach
using a language model for binary classification achieved 11th place.

CCS CONCEPTS
• Computing methodologies → Natural language processing;
Heuristic function construction; Neural networks; Classifi-
cation and regression trees.

KEYWORDS
legal textual retrieval, semantic text representation, document sim-
ilarity, binary classification, imbalanced datasets
ACM Reference Format:
Euijin Baek, Jiayi Dai, H M Quamran Hasan, Yeji Kim, Housam Khalifa
Bashier Babiker, Mi-Young Kim, and Randy Goebel. 2025. From TF-IDF to
Instruction-Tuned LLMs: Hybrid Legal Reasoning Systems for COLIEE 2025.
In Proceedings of COLIEE 2025 workshop, June 20, 2025, Chicago, USA. ACM,
New York, NY, USA, 8 pages.

1 INTRODUCTION
The adoption of artificial intelligence in the legal domain is rapidly
increasing, leading to the development and deployment of a wide
range of tools. This surge is driven by the vast quantity of legal
information available from sources including law courts, legislators,
legal firms, as well as government and corporate documentation.
To establish rigorous research and evaluation standards for AI

Permission to make digital or hard copies of part or all of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full citation
on the first page. Copyrights for third-party components of this work must be honored.
For all other uses, contact the owner/author(s).
COLIEE 2025, June 2025, Chicago, USA
© 2025 Copyright held by the owner/author(s).

models in this field, the Competition on Legal Information Extrac-
tion and Entailment (COLIEE) [9] was created. COLIEE aims to
build a research community dedicated to addressing complex le-
gal challenges, such as retrieving relevant case law, determining
case law entailment, identifying and comparing legal arguments,
and processing both statute and case law retrieval and entailment
relationships.

Held annually, the competition provides a benchmark for assess-
ing the latest developments in AI research applied to legal problems.
In this paper, we present our approaches to the four main COLIEE
tasks. Our methods integrate a variety of algorithms designed to ad-
dress both entailment and retrieval challenges. Specifically, we use
an integration of Large Language Models (LLMs), embedding-based
retrieval techniques, and traditional natural language processing
(NLP) methods, all aimed at improving the accuracy and efficiency
of legal information processing. We also incorporate traditional
information retrieval techniques like TF-IDF and BM25 for some
tasks (e.g., Tasks 1, 2, and 3), while implementing a hybrid approach
that combines these methods with transformer-based models.

This paper is organized as follows: In Section 2, we describe each
task. In Section 3, we briefly discuss related work on information re-
trieval and entailment problems. Section 4 presents our approaches.
Section 5 shows our experimental results. Finally, Section 6 con-
cludes the paper and outlines future work.

2 TASK DESCRIPTION
2.1 Task 1
In Task 1, known as Legal Case Retrieval, the goal is to develop
and evaluate reliable legal document retrieval methods. For a given
query case, the aim is to retrieve candidate cases from the candidate
pool, which are referenced by the query case. Since the number
of candidate cases is not a constant value, post-processing plays
a major role in ranking and shortlisting the appropriate retrieved
candidates.
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For Task 1, the evaluation metrics consist of precision, recall,
and F1-measure:

Precision =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃

Recall =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁

𝐹1-measure =
2 × 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙

where 𝑇𝑃 refers to True Positives (correctly retrieved candidates),
𝐹𝑃 refers to False Positives (incorrectly retrieved candidates), and
𝐹𝑁 denotes False Negatives (missed predictions).

2.2 Task 2
Task 2 focuses on legal case entailment. The goal is to identify
specific paragraphs from noticed cases that entail a legal decision
contained within a query case. The input consists of a pair: a new
case with a decision fragment, and paragraphs from noticed cases.
The task is to identify which paragraphs in the noticed cases support
the decision fragment from the query case. As noted above, this task
ultimately requires the identification of legal arguments and their
relationships; so the initial approach is to create approximations of
such argument processing with efficient NLP methods.

The evaluation metrics for Task 2 are the same as those used in
Task 1, as defined earlier.

2.3 Task 3
Task 3 aims to retrieve relevant statute law articles from a database
of Japanese statutes, given queries from Japanese legal bar exam
questions. The evaluation of the retrieval models in Task 3 has
three aspects: Precision, Recall and F2 scores, which are separately
defined as follows:

Precision =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃

Recall =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁

𝐹2-measure =
5 × 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙

4 × 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙

where 𝑇𝑃 , 𝐹𝑃 and 𝐹𝑁 are defined as in Task 1 evaluation. The
design of the 𝐹2 puts more weight on Recall.

2.4 Task 4
Task 4 requires building a fully automated system that answers
yes/no questions about Japanese statute law, by performing textual
entailment between retrieved Japanese Civil Code articles (from
Task 3) and given yes/no queries from the Japanese bar exam. Per-
formance is measured by how accurately the system answers "Yes"
or "No" for each previously unseen query in the test set.

3 RELATEDWORK
3.1 Task 1
With the widespread adoption of transformer-based deep learning
(DL) and Large language Models, a plethora of techniques have
emerged in the field of Information Retrieval. Generative Trans-
former models like LEGAL-BERT [3] are also being used to assist
legal NLP research and legal technology applications. TF-IDF (Term

Frequency-Inverse Document Frequency) provides the basis for
another popular method for information retrieval in systems with
limited GPU resources. For example, [10] demonstrated the effec-
tive application of the TF-IDF weighting method for information
retrieval on a website, which offers practical insights into devel-
oping efficient and accurate retrieval systems for large-scale text
data. SAILER [11] achieves significant improvements in legal case
relevance assessment by incorporating a structural understanding
of legal documents. Its structure-aware design makes it particularly
suitable for legal applications where case similarity is determined
by nuanced legal reasoning. These developments lay the foundation
of our approach towards the information retrieval tasks in COLIEE
2025.

3.2 Task 2
Many recent COLIEE competition teams have adopted hybrid ap-
proaches that combine traditional information retrieval (IR) meth-
ods with other methods, including transformer-basedmodels [1, 25].
For example, classical ranking models such as BM25 [24] have been
widely used due to their efficiency and simplicity, making them
effective for downsizing large candidate sets. However, BM25 relies
on simple keyword-based matching and may lead to the omission of
semantically relevant paragraphs that unintentionally lack lexical
overlap with the query fragment [24]. To address this limitation,
many teams have integrated BM25 with re-ranker models or entail-
ment classifiers based on transformer architectures, allowing the
system to benefit from both efficient retrieval and deeper semantic
understanding. In COLIEE 2024, the AMHR [19] team integrated
monoT5 into a re-ranking pipeline and fine-tuned it, achieving top
performance. Similarly, other teams adopted multilingual BERT
and DeBERTa with fine-tuning for legal entailment classification
tasks [22], thus demonstrating that such models can capture deeper
semantic relationships than traditional IR techniques [2]. Moreover,
the emergence of large-scale instruction-tuned language models
has significantly expanded the scope of NLP applications, allowing
them to perform a wide range of tasks [29]. Several studies have
shown that supervised fine-tuning of LLMs on task-specific data
can further enhance their performance [27].

3.3 Task 3
In Task 3, a variety of tools have been adopted to help under-
stand the semantics of the legal textual information, including bag-
of-words and large language model-based methods. The overall
methodology of high performance COLIEE competition submis-
sions follows the general workflow of combining an initial retrieval
using simpler/smaller models, followed by further re-ranking with
more sophisticated/larger models.

Bag-of-words methods, such as the syntactic methods of TF-IDF
and BM25, have been used primarily to retrieve an initial set of
top-k candidate articles [15, 16, 20]. Language models, e.g., various
pre-trained BERT and T5 models, are often used to either retrieve
or further re-rank the initial candidates. In COLIEE 2024, CAPTAIN
[15] and JNLP.constr-join [16] used ensembles of multiple fine-
tunedmodel checkpoints for possibly better capturing data diversity.
JNLP.Mistral [16] used Sentence-BERT [23] for similarity score-
based ranking and then prompted the candidates to Mistral 7B [8]
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for re-ranking. Similarly, JNLP.constr-join [16] used a fine-tuned
Tohoku BERT model to first retrieve a set of high-recall candidates,
and then used Orca-2 13B (https://huggingface.co/microsoft/Orca-2-
13b) and Qwen 14B (https://huggingface.co/Qwen/Qwen-14B-Chat)
for further fine-grained ranking.

3.4 Task 4
For Task 4, which focuses on yes/no legal entailment within the
Japanese Civil Statute Code, multiple teams have explored prompt-
based Large Language Model (LLM) strategies to handle the unique
challenges of legal reasoning in a binary classification format.

In COLIEE 2024, CAPTAIN [17] builds on few-shot prompting,
Auto-Chain-of-Thought (Auto-CoT), and data augmentation for a
hybrid method to refine entailment judgment. Few-shot prompting
leverages minimal labeled examples directly in the prompt, which
helps the model generalize legal logic from demonstrations. Auto-
CoT systematically generates and then incorporates intermediate
reasoning chains into the final prompt, thus illustrating how the
model arrived at its conclusion. Additionally, CAPTAIN employs
data augmentation to mitigate limited training examples, by gener-
ating synthetic samples to enhance model robustness. NOWJ [18]
focuses on prompt collection and answer extraction. It uses pre-
trained models (e.g., Panda-7B-v0.1 and Flan-T5-XL) and a legally
oriented IRAC (Issue, Rule, Application, Conclusion) structure in the
prompts, which guides the model to express legal reasoning steps
more clearly. Finally, the AMHR[19] team introduces so-called “Mix-
ture of Expert” models (MoE). Their pipeline runs multiple “expert”
prompts on the training set and then reevaluates the aggregated
outputs via an additional prompt. This additional prompt inter-
prets each expert’s response and resolves ambiguities by assigning
weighted voting scores. This approach is a new hybrid integration
of methods that attempts to capture a broader spectrum of legal
reasoning patterns.

4 OUR METHOD
4.1 Task 1
In this section, we present our solution for Task 1. We followed
a strategy similar to last year’s winning team, TQM [12], when it
came to the pre-processing and post-processing steps. Initially, we
removed everything before the “[1]” character in the document, as
it contains procedural details. Then, we removed any references
enclosed in square brackets, and any XML/HTML tags. Following
that, we fed the document in chunks to Google Translate [6] to
obtain the English translation in those cases for documents that
were originally in French (note that Tasks 1 and 2 use Canadian
federal case law, and Tasks 3 and 4 use Japanese civil statute law).
Although several recent LLMs are capable of handling multilingual
data, in our approach for Task 1, we leaned towards TF-IDF as the
primary approach, and due to its lack of understanding of semantics
and context, we chose to translate all text to English. Summaries
were also generated for each of the pre-processed documents using
a Qwen2-7B [28] model. The summaries were restricted to 200
words, with the model running on a system containing 2 NVIDIA
A100 80GB GPUs.

For retrieval, we used the aforementioned TF-IDFmeasure, which
provides a numerical statistic to evaluate the importance of a word

to a document in a corpus. The TF-IDF score [5] for a term t in
document d is calculated using the formula:

TF-IDF(𝑡, 𝑑) = TF(𝑡, 𝑑) × IDF(𝑡, 𝐷)

Term Frequency (TF) measures how frequently a term t appears in
document d:

TF(𝑡, 𝑑) =
𝑓𝑡,𝑑∑

𝑡 ′,𝑑 𝑓𝑡 ′,𝑑

where 𝑓𝑡,𝑑 is the raw count of the term t in a document d. Inverse
Document Frequency (IDF) evaluates how unique or rare a term is
across all documents in the corpus D:

IDF(𝑡, 𝐷) = log
(

|𝐷 |
1 + |{𝑑 ∈ 𝐷 : 𝑡 ∈ 𝑑}|

)
Initially, we converted the pre-processed texts to TF-IDF vectors

(with 1-3 word n-grams), and then computed the cosine similarity
between a query and all documents in the corpus, then returned
the top 40 most similar documents for the query. The candidate
set was further refined by calculating the cosine similarities of
their summaries with the query summary, and then re-ranking
and shortlisting the initial retrieval to 20 candidates using a cosine
similarity threshold of 0.05. We experimented with several values
in the range [0, 0.1] and selected 0.05, as it yielded the best results.
If no candidates meet the similarity threshold, we fall back to the
original list.

Subsequently, following [12], we filtered the candidate cases that
have trial dates after the query case’s trial date. This is a logical
approach because a case cannot cite future cases. We assumed
that the latest date in each document was the trial date for that
particular case. This was confirmed using a Qwen2-7B [28] model,
where we prompted the model to extract the latest date in yyyy-
mm-dd format. In accordance with the constraint that a query case
cannot serve as a candidate case for other queries [12], we removed
any query case from the pool of retrieved candidates if it appears
there. Since the average number of candidates retrieved per query
case in the Task 1 training set is 4.10, we apply a dynamic threshold
to our candidate list: we retain the top 50% when the number of
candidates retrieved is greater than 10, to obtain an average of
5.33 candidates per query. We chose this approach because of the
large variation in the similarity scores in the candidate set, where
a similarity threshold would not have been effective.

4.2 Task 2
Task 2 is a multi-label training problem where a decision fragment
may be entailed by multiple paragraphs; we first reformulated it
into a binary classification task. By treating each (fragment, para-
graph) pair as an independent instance, our approach minimizes
the risk of omitting semantically relevant paragraphs that might
be overlooked by fixed top-k retrieval methods [21]. However, this
also introduces a severe class imbalance, as only a small fraction of
candidate paragraphs are truly entailing. To address this imbalance,
we tried two strategies: (1) generating synthetic positive examples
using instruction-tuned LLMs, and (2) downsizing the training data
by filtering out obviously irrelevant candidates using BM25 [24].

Before training or testing, we ensure input consistency by trans-
lating all French paragraphs into English using the Deep Translator
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library’s Google Translate API [4]. Language detection was per-
formed using both the langdetect and langid Python libraries. While
some LLMs such as Qwen support multilingual input, most of the
models used in this work including LLaMA, DeBERTa, and BM25 are
primarily English-based. To ensure consistent performance across
components, we translated all non-English text into English prior to
processing. Additionally, repeated bracketed numeric markers (e.g.,
"[2]", "[3]") beyond their first occurrence were removed to reduce
potential confusion during tokenization and model fine-tuning.

Our overall system integrates three components: (1) large lan-
guage models (LLMs) - Qwen2.5-14B Instruct 1 and LLaMA-3.1-8B
Instruct 2; (2) an NLI-specialized model, DeBERTa v3 base 3; and
(3) a traditional IR system using BM25 (BM25Okapi).

The motivation is as follows: first, LLMs such as Qwen and
LLaMA are pretrained on vast corpora, which provides extensive
contextual understanding that is essential for the nuanced language
of legal documents [26, 28]. Second, DeBERTa v3 base excels in NLI
tasks, making it well-suited for refining candidate selections [7].
Third, BM25 offers a computationally efficient method to downsize
large candidate sets by filtering out clearly irrelevant paragraphs
through keyword-based matching [14, 24]. In our system, BM25 is
used not only for filtering out the irrelevant paragraphs, but also
as a fallback mechanism during inference. When neither the LLMs
nor DeBERTa returns a confident entailment prediction, BM25’s
top-ranked paragraph is used to ensure that potentially relevant
candidates are not entirely missed.

Based on internal validation results, the ensemble’s prediction
priority was fixed as Qwen → LLaMA → DeBERTa → BM25, in
descending order of observed performance. Each candidate para-
graph was first processed by Qwen; if Qwen returned an entailment
prediction, the result was accepted without evaluating the remain-
ing models. If Qwen failed to produce a prediction, we used LLaMA,
followed by DeBERTa, and finally BM25. This sequential model
invocation was designed to prioritize the most accurate models
while ensuring fallback coverage in uncertain cases. In all sub-
missions, each candidate paragraph undergoes five independent
inference passes by LLMs, and a majority vote across these runs de-
termines the final prediction. Specifically, for Qwen and LLaMA, we
generate five prediction outputs per paragraph (temperature=0.95,
top_p=0.7) to account for sampling variation. The final label is then
decided by majority voting across these five generations. This multi-
inference voting strategy helps mitigate the inherent randomness
of single-run outcomes, particularly for borderline cases.

For the first run (submission1.txt), we generated synthetic posi-
tive examples using LLaMA-3.1-8B Instruct. Specifically, we aimed
to construct a synthetic training dataset with an approximate 10:1
ratio between negative and positive samples. After data synthe-
sis, both Qwen and LLaMA were fine-tuned on this augmented
dataset. DeBERTa was excluded from this submission to simplify
the model pipeline. This design choice also enabled greater archi-
tectural diversity across our three submissions. For the second run
(submission2.txt), we applied BM25 to select the top-10 most rele-
vant paragraphs per fragment, effectively downsizing the training
data. We explicitly included all true positives in the filtered set,
1https://huggingface.co/Qwen/Qwen2.5-14B-Instruct
2https://huggingface.co/meta-llama/Llama-3.1-8B-Instruct
3https://huggingface.co/microsoft/deberta-v3-base

in case they were not ranked within the BM25 top-10. The result-
ing dataset, which contains all true positives and a reduced set
of negatives, was then used to fine-tune Qwen, LLaMA, and De-
BERTa. To ensure efficient training under limited computational
resources, we applied Low-Rank Adaptation (LoRA) for fine-tuning
all transformer models. At inference time, DeBERTa reranks the
LLM candidates and selects at most the top two paragraphs for sub-
mission, as the average number of gold label entailing paragraphs
per case was 1.4 in the COLIEE 2024 test set. For the third run (sub-
mission3.txt), we used the same training pipeline as the second run,
but modified the post-processing step. We used predefined score
threshold on DeBERTa’s prediction score to allow for a variable
number of entailed paragraphs.

4.3 Task 3
Wemade three submissions for Task 3, which is the Japanese statute
law retrieval task. In the first submission, we used an ensemble of
BM25 and a sentence transformer model [23] (i.e., all-MiniLM-L6-
v2) to perform hybrid retrieval. BM25 provided article relevance
scores based on syntactic signals, such as word frequency and
document length, and the sentence transformer was used to extract
text embedding vectors for the articles and queries for computing
cosine similarity scores. The results from both methods were re-
ranked using a weighted combination of their scores (i.e., 0.1 for
BM25 and 0.9 for the language model) to produce the final ranked
list of articles retrieved for each query. In the second and third
submissions, we relied solely on the text embedding vectors from
two pre-trained language models to explore improved semantic
representations of legal information. The two sentence transformer
language models were, respectively, gte-large4 [13] and all-mpnet-
base-v25. They were used, respectively, in the second and the third
submissions, to obtain text embeddings for later cosine similarity
computation, as in the first submission.

4.4 Task 4
For Task 4, the yes/no Japanese bar law exam questions, we use the
meta-llama/Meta-Llama-3-70B 6 model (updated April 18, 2024),
leveraging its strong multilingual capabilities and high parameter
capacity to capture nuanced legal text. We adapt the model in two
phases: (1) domain-focused pre-training and (2) task-specific fine-
tuning, thus leveraging Low-Rank Adaptation (LoRA) to control
computation overhead.We used the legal corpus from civil_code_en-
1to724-2.txt provided by COLIEE, for pre-training and converted it
following a “pre-training dataset” schema:
[ { "text": 'Article 1: ... <article content> ... " },
{ "text": "Article 2: ... <article content> ... "}, ... ]

. The objective here was to further adapt the base model’s distribu-
tion to legal language, ensuring it captures domain-specific termi-
nology, phrasing, and context beyond generic text corpora. After
pre-training, we constructed an instruction-tuning dataset aligned
with the Alpaca/Stanford format.7 We constructed our instruction-
tuning dataset solely from the COLIEE 2025 statute-law training

4https://huggingface.co/thenlper/gte-large
5https://huggingface.co/sentence-transformers/all-mpnet-base-v2
6https://ai.meta.com/blog/meta-llama-3/
7https://github.com/tatsu-lab/stanford_alpaca
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set. This dataset focuses on yes/no queries derived from bar exam-
style questions or hypothetical legal statute scenarios. Each record
consists of:

• instruction: A short directive, e.g., Given the article(s) be-
low, decide if the answer is “Yes” or “No.”

• input: The actual question or legal scenario (e.g., “An unborn
child may not be given a gift on the donor’s death.” )

• output: The correct label, either “Yes” or “No.”

By framing the classification task in an instruction-style format,
we hope to encourage the LLM to treat each article-and-query pair
as a self-contained prompt–response conversation. To keep GPU
usage manageable, we employ LoRA to fine-tune a subset of model
parameters instead of performing full-parameter updates. We used
a rank of 8, a learning rate of 1e−4, 2 epochs, and a batch size of 4
across 4 NVIDIA A100 80GB GPUs.

During inference, we generate 15 sampled responses (temper-
ature=0.6, top_p = 0.9) for each query and use majority voting
to obtain the final “Yes/No” label. This approach mitigates single-
pass randomness and yields a more stable prediction. Although all
three submissions (UA1, UA2, and UA3) employ the same overall
pipeline—domain pre-training, instruction-based fine-tuning, and
majority-vote inference, each LLM inference pass is based on sam-
pling (temperature, top-p); thus different runs can yield slightly
different predictions. Consequently, these “different” attempts can
produce small but noticeable performance variations.

5 RESULTS
Here, we summarize the experimental results of all tasks.

5.1 Task 1
For Task 1, we made three official submissions and one unofficial
submission. However, a bug in the code used for our official submis-
sions resulted in invalid outputs. After identifying this issue, we
conducted an additional unofficial submission to more accurately
assess the true performance of our approach.

The results indicate better performance on the test set compared
to our validation set, which consisted of 78 random queries selected
from the 2025 training set. On the validation set, the approach
yielded scores of 0.0986, 0.0793, and 0.1304 for F1, precision, and
recall, respectively. Our unofficial submission indicates abundant
room for improvement, which we speculate is a consequence of
weak semantic understanding which is a key aspect for information
retrieval.

5.2 Task 2
Table 2 presents the official results for Task 2 in COLIEE 2025,
including our team’s three runs (UA1, UA2, and UA3). On the in-
ternal validation set, UA2 exhibited the most stable performance.
However, on the official test set, UA3 slightly outperformed UA2 in
terms of F1 score. This suggests that the threshold-based selection
mechanism of UA3 may provide greater flexibility.

Overall, the results indicate that there is still room for improve-
ment. In particular, the performance gap between validation and
test sets suggests that our current models may struggle with gener-
alizing to account for varied paragraph structures.

Table 1: Task 1 Results. Results marked with * are unofficial
submissions.

Team F1 Precision Recall
JNLP 0.3353 0.3042 0.3735
JNLP 0.3267 0.2945 0.3667

UQLegalAI 0.2962 0.2908 0.3019
UQLegalAI 0.2957 0.2903 0.3013
UQLegalAI 0.2940 0.2886 0.2996
AIIR Lab 0.2171 0.2040 0.2319
UA* 0.2073 0.1892 0.2291

NOWJ 0.1984 0.1670 0.2445
AIIR Lab 0.1879 0.2317 0.1580
AIIR Lab 0.1872 0.2308 0.1575
NOWJ 0.1708 0.1605 0.1825
NOWJ 0.1580 0.1485 0.1688
JNLP 0.1597 0.1307 0.2052
OVGU 0.1498 0.1743 0.1313
UB_2025 0.1363 0.1955 0.1046
UB_2025 0.1171 0.1818 0.0864
UB_2025 0.1051 0.0572 0.6379

SIL 0.0058 0.0054 0.0063
UA 0.0000 0.0000 0.0000
UA 0.0000 0.0000 0.0000
UA 0.0000 0.0000 0.0000

OVGU 0.0000 0.0000 0.0000

Table 2: Task 2 Results

Team F1 Precision Recall
NOWJ_Task2 0.3195 0.3788 0.2762
NOWJ_Task2 0.2865 0.2976 0.2762
NOWJ_Task2 0.2782 0.2650 0.2928

OVGU 0.2454 0.2759 0.2210
JNLP_task_2 0.2412 0.2000 0.3039
JNLP_task_2 0.2400 0.2708 0.2155
AIIR_Lab 0.2368 0.2927 0.1989
AIIR_Lab 0.2229 0.2632 0.1934
OVGU 0.1965 0.2692 0.1547

AIIR_Lab 0.1930 0.2050 0.1823
Task2_CAPTAIN 0.1882 0.2547 0.1492
Task2_CAPTAIN 0.1812 0.2453 0.1436
JNLP_task_2 0.1779 0.2500 0.1381

UA3 0.1778 0.2090 0.1547
Task2_CAPTAIN 0.1712 0.2252 0.1381

UA2 0.1712 0.2252 0.1381
OVGU 0.1708 0.2400 0.1326
UA1 0.1736 0.2077 0.1492

5.3 Task 3
Table 3 presents the official results for Task 3 in COLIEE 2025, includ-
ing our team’s three runs (UA-gte, UA-mpnet, andUA-bm25_allMini).
The two methods that used only the language models, gte-large
and all-mpnet-base-v2, achieved similar predictive performance
with F2 scores of 0.2426 and 0.2377, respectively. The method that
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used an ensemble of BM25 and all-MiniLM-L6-v2 gave a lower F2
score at 0.1978. In addition, we generally observed that using a
smaller ensemble weight on the BM25 scores, the overall relevance
estimation performance was higher. That is simply relying on the
language model, i.e., making the weight on BM25 equal to 0, per-
forms better than incorporating BM25 with the language model.
Compared with other teams’ submissions in Table 3, our methods
achieved relatively low recall scores suggesting that pre-trained
generic text embedding models may not be sufficient for detect-
ing relevant law articles and that further improvements could be
learning language models that are more domain-specific to the
legal data. In addition, our methods returned low precision, relative
to the recall, suggesting that more sophisticated re-ranking could
be helpful in improving the relevance estimation of truly relevant
articles.

Table 3: Task 3 Results

Team F2 Precision Recall
JNLP_RUN1 0.7829 0.7521 0.8184
CAPTAIN.H2 0.7769 0.7799 0.797
CAPTAIN.H3 0.7678 0.7489 0.8034
CAPTAIN.H1 0.7583 0.7671 0.7778
JNLP_RUN2 0.7359 0.6806 0.7863
JNLP_RUN3 0.7357 0.6944 0.7735

INFA 0.6474 0.7179 0.6389
mpnetAIIRLab 0.6246 0.3333 0.8291
mistralRerank 0.5672 0.3034 0.7521

OVGU3 0.5654 0.594 0.5748
OVGU2 0.5577 0.5705 0.5641

NVAIIRLab 0.5554 0.2863 0.7479
UIwa 0.5443 0.5481 0.5513
UImeta 0.5422 0.5417 0.5513
UIthr 0.5356 0.5641 0.5321
OVGU1 0.4372 0.4338 0.4487
UA-gte 0.2426 0.0949 0.4145

UA-mpnet 0.2377 0.0923 0.4081
UA-bm25_allMini 0.1978 0.0744 0.3462

NOWJ.H1 0.0128 0.0128 0.0128
NOWJ.H2 0.0128 0.0128 0.0128
NOWJ.H3 0.0128 0.0128 0.0128

5.4 Task 4
Table 4 summarizes the performance for Task 4 (Japanese statute-
law entailment), where the baseline correctly answered 38 out of 74
questions (accuracy 0.5135). Our submissions are UA1, UA2, and
UA3. Among these, UA2 and UA3 both correctly answered 58 out
of 74 questions (accuracy 0.7838), tying for 11th–12th place overall,
while UA1 attained 56 correct (accuracy 0.7568). We see that UA2
and UA3 outperform UA1. Given that the fundamental architecture
itself did not change drastically across the three submissions, these
differences appear to be largely attributable to randomness in LLM
sampling.

In our internal validation (using riteval_R05_en.xml as a local test
set), we achieved around 84% accuracy using the instruction-tuned

Table 4: Task 4 Results.

Team Correct Accuracy
BaseLine 38 0.5135
KIS3 67 0.9054
KIS1 65 0.8784

LUONG01 64 0.8649
UIRunCot 63 0.8514

KIS2 63 0.8514
CAPTAIN2 60 0.8108
JNLP002 60 0.8108
JNLP003 59 0.7973

CAPTAIN1 58 0.7838
CAPTAIN3 58 0.7838

UA2 58 0.7838
UA3 58 0.7838

JNLP001 57 0.7703
KLAP.H2 57 0.7703

UA1 56 0.7568
NOWJ.run1 55 0.7432
NOWJ.run2 55 0.7432
NOWJ.run3 55 0.7432
OVGU1 55 0.7432
RUG_V1 49 0.6622
KLAP.H1 48 0.6486
OVGU3 47 0.6351
RUG_V3 46 0.6216

AIIRLlaMA 45 0.6081
OVGU2 45 0.6081
RUG_V2 45 0.6081

AIIRMistral 42 0.5676

model without domain pre-training. Adding domain pre-training
nudged it slightly higher (to about 86%), but results still varied
from run to run. By applying majority voting over 15 sampled out-
puts per query, we maintained a relatively stable 84% in repeated
experiments. Although our official test performance ranged from
75.68% to 78.38%, notably lower than the 84% we consistently ob-
served during local trials. We attribute the discrepancy primarily
to unobserved complexities in the official test questions.

5.5 Discussion
Based on our implementations using both LLMs and traditional
methods such as TF-IDF and BM25, we can summarize our discus-
sion as follows. For Task 1, using TF-IDF resulted in more reliable
performance in the information retrieval task leveraging term fre-
quency; however, this approach lacks semantic depth because it
ignores contextual information, suggesting the need for a hybrid
approach. For task 2, employing an LLM-based approach as a proxy
for binary classification enabled the capture of deeper semantic
relationships and reduced the risk of missing relevant paragraphs,
although its generalization was limited due to variations in para-
graph structure. In task 3, the TF-IDF resulted in lower precision,
indicating the need for more domain-specificmodels and re-ranking
techniques. Finally, for task 4, LLM-based models achieved robust
performance in statute-law queries when majority voting was used
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to address randomness in generation, but overall performance was
somewhat lower, likely due to the increased complexity and poor
generalization to unseen queries. Furthermore, the observed dif-
ferences between our submissions (UA1, UA2, and UA3) suggest
that minor variations in sampling randomness, although majority
voting was employed, can lead to measurable performance shifts.

6 CONCLUSION
We have presented our techniques for the COLIEE 2025 competition
using various approaches. Our findings highlight the trade-offs
among methods and suggests the need for a hybrid approach that
combines strategies such as frequency-based methods, semantic
processing, and re-ranking. In addition, the suboptimal performance
of generic LLMs in legal text representation demonstrates the need
for more domain-specific tuning.

In future work, we will focus on developing more stable infer-
ence approaches and better fine-tuning techniques to address the
generalization problem. We also plan to investigate hybrid strate-
gies that integrate semantic models with traditional techniques, as
well as to improve pre-processing and post-processing. For example,
we aim to explore better approaches for dynamic thresholding and
text segmentation. Although a quick comparison showed only a
modest ∼2 pp accuracy lift from continual pre-training (84 % → 86
%), the gain was not yet consistent across runs. We therefore intend
to run targeted ablations on pre-training length and tuning method
to pinpoint when continual domain pre-training really pays off.
Concretely, we will checkpoint the model at multiple cut-offs (e.g.,
every 5 K and 10 K steps) to detect early saturation and compare
full-parameter updates against parameter-efficient schemes such
as LoRA or adapters to balance accuracy with compute cost.
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Abstract
Legal case retrieval plays a crucial role in modern judicial
systems, ensuring efficient access to relevant precedents.
This paper presents a methodology for legal case retrieval,
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Our approach begins by utilizing a retrieval strategy where
MPNet vector similarity scores are used to select the top
k candidate documents for each query, thereby reducing
the search space. Subsequently, we extract nine distinct fea-
tures from each query-document pair and leverage an LTR
(Learning To Rank) model to predict their relevance scores.
A predefined threshold is then applied to determine the final
set of relevant documents.

CCS Concepts: • Computing methodologies → Infor-
mation extraction.
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FAISS Index
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1 Introduction
Legal case retrieval is a fundamental task in the judicial
system, aiding legal professionals in identifying relevant
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precedents to support legal arguments and decisions. With
the rapid expansion of legal databases, the need for effi-
cient and accurate retrieval systems has become increasingly
important. The Competition on Legal Information Extrac-
tion/Entailment (COLIEE) has emerged as a significant plat-
form for advancing the state-of-the-art in legal information
processing and retrieval. Traditional retrieval methods, such
as lexical matching with BM25, often struggle to capture
the complex semantic relationships inherent in legal texts.
On the other hand, deep learning-based retrieval methods,
while effective, require significant annotated data and com-
putational resources. We are the SemIntLab group, and we
provide herewith the SILmethodology that we experimented
with while participating in COLIEE 2025. We propose a hy-
brid legal retrieval approach that combines lexical and seman-
tic retrieval techniques. Given the large number of candidate
cases for every query case, the SIL team decided to employ a
cascading framework to avoid high computational costs. We
arrange a multistage pipeline with constructing the indexes
in the first stage, then reducing the search space by retrieving
top k candidates for every query case, and finally re-ranking
the relevant document by LTR (Learning To Rank) model.
Our methodology begins with an initial retrieval stage that
ranks documents based on the similarity scores of MPNet em-
beddings, selecting the top 100 candidate documents for each
query. Subsequently, we extract nine key features from each
query-document pair and employ an LTR model to predict
their relevance scores. These features include query length,
document length, the number of references in the query, the
number of references in the document, BM25 score, query
likelihood (QLD) score, and Doc2Vec similarity. A predefined
threshold is then applied to determine the final set of rel-
evant documents. This multi-stage approach ensures that
both surface-level term matching and deep semantic simi-
larity are effectively captured, while the LTR model refines
relevance judgments through supervised learning.

9
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By integrating retrieval strategy and leveraging feature-
based learning-to-rank techniques, our approach seeks to
enhance the accuracy and efficiency of legal case retrieval.
This study contributes to the ongoing advancements in legal
information retrieval by bridging traditional and modern
retrieval paradigms for more reliable legal case retrieval
systems.
The paper is structured as follows. Section 2 describes

the task 1 of the COLIEE 2025 workshop in which we have
participated. Section 3 consists of existing works for legal
case retrieval and section 4 describes our SIL methodology
and the results. Finally, the conclusion and suggestions for
future work are provided in Section 5.

2 Problem Statement
Legal Case Retrieval (LCR) is primarily an Information Re-
trieval (IR) task but comes with its own set of challenges. The
task aims to develop effective and reliable legal document
retrieval systems. In this context, the cases referenced by a
query case are called noticed cases, which serve as decision-
supporting cases for that query. The objective is to input a
query case and retrieve all the noticed cases from a given
collection, focusing on measuring how accurately the system
captures the relevant supporting cases. [9]

Unlike traditional keyword-based document search, LCR
demands an understanding of how legal cases are connected
and cited. The goal is to enhance the accuracy and relevance
of search results by capturing semantic and referential rela-
tionships between cases.

Formally, given a query case 𝑞 and a set of candidate cases
𝐶 = {𝑐1, 𝑐2, . . . , 𝑐𝑀 }, 𝑀 ∈ N+, the task is to identify a subset
of relevant cases 𝑆 = {𝑟1, 𝑟2, . . . , 𝑟𝑘 | 𝑟𝑖 ∈ 𝐶 ∧ support(𝑟𝑖 , 𝑞)},
where support(𝑟𝑖 , 𝑞) indicates that the case 𝑟𝑖 supports the
query case 𝑞 in at least one aspect.

Data Corpus
Corpora commonly used in LCR systems span across multi-
ple jurisdictions, including India, Canada, and China. For the
COLIEE 2025 LCR task, a corpus comprising Federal Court of
Canada case laws has been provided. All query and noticed
cases are presented as a pool in JSON format.

An example of the training set (JSON file) is shown below:

{
"000001.txt": ["000005.txt", "012101.txt"],
"003423.txt": ["398421.txt", "012101.txt",
"173651.txt"],
"012831.txt": ["000001.txt"],
...

}

The dataset includes:

• Training set: 7350 documents containing query cases
with their corresponding noticed cases.

• Test set: 2159 documents consisting of only the query
cases.

3 Related Work
Legal Case Retrieval (LCR) has been an active area of research
since its inception in 1994. Existing methods can be broadly
categorized into three areas: traditional statistical methods,
neural language models, and hybrid approaches.

3.1 Traditional Approaches
Early LCR systems represent cases using hand-crafted fea-
tures such as n-grams or learned embeddings like doc2vec.
Retrieval of ‘noticed cases’ is performed using non-learning-
based methods (e.g., TF-IDF, BM25) or supervised learning-
based methods such as classification and ranking [8][6].
These approaches are computationally efficient and inter-
pretable, but they often fail to capture deeper semantic struc-
tures inherent in legal language.

3.2 Neural Models
Neural methods have significantly advanced LCR by model-
ing the semantic richness of legal texts. Architectures like
CNNs[15], BiDAF[11], and SMASH-RNN[3] encode case se-
mantics more effectively. Transformer-based models like
BERT-PLI[12] process documents in segments to perform
pairwise comparisons. Models such as SAILER employ input
trimming but risk loss of contextual information. Pre-trained
legal-specific models such as LEGAL-BERT and Lawformer
further improve representation by training on legal corpora,
although they often lack retrieval-specific supervision.

3.3 Hybrid Models
Hybrid methods combine both lexical and semantic features
to enhance retrieval. Graph-based models like CaseGNN [14]
represent documents as text-as-graph constructs (TACGs),
modeling sentences as nodes and their interdependencies
as edges. These models use graph attention mechanisms to
learn structural relationships that go beyond surface text
and often outperform transformer-based models on COLIEE
benchmarks.
Recent advancements include the use of Large Language

Models (LLMs), such as GPT-4, for summarization and le-
gal reasoning. At COLIEE 2024, systems like CAPTAIN uti-
lized LLMs for legal entailment, while others incorporated
Chain-of-Thought prompting to enhance interpretability and
accuracy. These developments suggest that LLMs can pro-
vide significant improvements in guiding retrieval via legal
reasoning [1, 7].

4 SIL Methodology
Despite advances, most models either focus on semantics or
lexical overlap—not both. Our system bridges this by com-
bining dense retrieval, structural features, and supervised
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ranking. This offers a more holistic and scalable solution for
retrieving relevant legal cases.
Our proposed system for Legal Case Retrieval (LCR) em-

ploys a two-stage pipeline designed to optimize both retrieval
efficiency and relevance accuracy. The methodology inte-
grates state-of-the-art techniques in semantic representation,
approximate nearest document search, and learning-to-rank.
The pipeline consists of two main stages (see Figure 1)

(1) Document Index Construction and Candidate Retrieval
(2) Learning-based Re-ranking of the relevant documents

4.1 Document Index Construction and Candidate
Retrieval

The initial stage focuses on creating a searchable index of the
legal case document corpus and obtaining a fast initial search
to retrieve a set of potentially relevant candidate documents
for a given query.

Preprocessing: The input legal case documents are pre-
processed to perform text cleaning and text normalization.
To ensure language consistency, we first detect and remove
French text using langdetect. If a document contains mostly
French, it is translated into English. For query cases, we
extract only sentences containing placeholders like FRAG-
MENT_SUPPRESSED, REFERENCE_SUPPRESSED, and CI-
TATION_SUPPRESSED, as they typically indicate cited ref-
erences . For candidate cases, we retain the full text. If a case
includes a summary, it is extracted and prepended to the
main content. Cases without summaries are left unchanged.
[5]
After preprocessing, we rank documents based on the

scores ofMPNet fromHuggingFace, selecting the top 100 can-
didate documents for each query. MPNet model is a variant
of BERT optimized for semantic similarity tasks, to transform
each pre-processed document into a high-dimensional dense
vector embedding. This process captures the underlying se-
mantic meaning of the legal text, mapping documents with
similar legal concepts to nearby points in the vector space.
Unlike BERT’s masked language modeling (MLM), which
independently predicts masked tokens without modeling
inter-token dependencies, or XLNet’s permuted language
modeling (PLM), which disrupts positional information, MP-
Net unifies masked and permuted pretraining (PMLM) while
preserving original token positions [13]. This architecture
is particularly suited to legal documents, where long-range
dependencies (e.g., between clauses in a contract) and precise
word order (e.g., in statutory definitions like "knowingly and
willfully") are semantically critical. Empirical studies demon-
strate MPNet’s superiority in semantic similarity tasks [10],
with a 4.2% higher accuracy than RoBERTa on the Legal-
Bench benchmark [2]. To enable an efficient large-scale sim-
ilarity search, the generated document embeddings are in-
dexed using the FacebookAI Similarity Search (FAISS) library

[4]. This index stores the vectors directly without compres-
sion and utilizes Maximum Inner Product Search (MIPS)
for similarity computation. Given that sentence-transformer
models like MPNet often produce normalized embeddings,
maximizing the inner product is equivalent to maximizing
cosine similarity, effectively identifying vectors pointing in
similar directions within the semantic space. The result is
a persistent index containing all document vectors. Then,
obtain the vector representation of the query document with
the same MPNet model that was used in the document index
construction stage. This stage ensures that both the query
and the candidate document vectors are represented in the
same semantic vector space. The query vector is then used to
search the FAISS index. This search efficiently computes the
inner product similarity between the query vector and all in-
dexed document vectors, enabling fast retrieval of potentially
relevant documents. The system retrieves the identifiers of
the top-N (where N = 100) documents corresponding to the
vectors that yield the highest inner product scores with the
query. These top-scoring vectors form a candidate set, which
prioritizes recall and serves as input to the subsequent re-
ranking stage. The value of N is a tunable hyperparameter
that controls the size of this candidate pool.

4.2 Learning-based Re-ranking of the Relevant
Documents:

The final stage refines the candidate set using a more sophis-
ticated machine learning model to improve the precision
and ranking order of the final results. Simple semantic sim-
ilarity, while effective for initial retrieval, may not capture
all dimensions of legal relevance. Therefore, for each query-
candidate pair where the candidate belongs to the retrieved
set, a comprehensive feature vector is extracted to capture
deeper semantic, lexical, structural, and contextual relation-
ships. Below are the nine features considered for rich feature
vector [5]:

1. query_length: Number of tokens in the query case.
2. doc_length: Number of tokens in the candidate case.
3. query_ref_num: Count of references/citations in the

query (e.g., <...>).
4. doc_ref_num: Count of references/citations in the can-

didate document.
5. BM25 Score: BM25 ranking score based on bag-of-

words relevance.
6. Bm25 rank: Rank of candidate document based on

BM25 scores
7. QLD Score: Query Likelihood with Dirichlet Smooth-

ing – a probabilistic IR model score.
8. Qld rank: Rank of candidate document based on QLD

score
9. Doc2Vec Similarity: Cosine similarity betweenDoc2Vec

embeddings of the query and candidate case (dense
vector representation capturing semantic similarity).
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Figure 1. SIL Methodology for Legal Case Retrieval

The BM25 and QLD scores are calculated dynamically based
on the top-k retrieved documents for each query. A Gradient
Boosting Decision Tree (GBDT) model is employed for the re-
ranking task, specifically LightGBM. This model is selected
for its strong performance on tabular data, computational
efficiency through techniques like gradient-based one-side
sampling and exclusive feature bundling, and its native sup-
port for high-dimensional feature vectors. The pre-trained
LightGBM model receives the constructed feature vector for
each query-candidate pair and outputs a continuous rele-
vance score, representing the predicted likelihood of the can-
didate document being relevant to the query. The LightGBM
model is trained using a dataset of query-document pairs
annotated with relevance labels (e.g., ’Relevant’, ’Not Rele-
vant’). Here, in our case, the relevant label means noticed
cases. The model is trained specifically for a learning-to-
rank task, using a listwise objective function. Normalized
Discounted Cumulative Gain (NDCG) is used as the primary
evaluation and optimization metric, as it accounts for both
the relevance level of each document and its position in the
ranked list. This ensures that the model learns to prioritize
more relevant documents higher in the final output, thereby
improving the quality of results presented to the query.

Thresholding: Once the relevance scores are generated
for all candidate documents, a final filtering step is applied
using a predefined relevance threshold. Documents with
scores below this threshold are excluded as they are likely
to be irrelevant. The threshold used is the similarity scores
of the query-candidate greater than 0. It was selected as it
was giving suitable number of candidate documents. Some
other threshold can also be used. The relevant documents
are sorted in descending order by relevance scores to form
the final ranked list. This list represents the system’s best
estimate of the most relevant legal cases for the given query.

5 Results
Evaluation Metrics
The system’s performance is evaluated using precision, recall,
and F-measure. These are computed using micro-averaging
across all queries.

• Precision: Number of correctly retrieved cases
Total number of retrieved cases

• Recall: Number of correctly retrieved cases
Total number of relevant cases

• F-measure: 2 × Precision×Recall
Precision+Recall

Micro-averaging is used, meaning that the evaluation met-
rics are computed globally across all queries, rather than
individually (macro-average).

Table 1. Evaluation Metrics for SIL System Methodology

System Precision Recall F1 Score
SIL 0.0054 0.0063 0.0058

The task is very challenging, and while the SIL team’s
performance is not strong (about 8th in 12 submissions), it
still shows promise for two reasons

• It is argued that managing computational resources for
such a challenging problem is important as improve-
ments based only on more computation don’t provide
insight into semantic structure of the case retrieval
challenge.

• The idea of a "cascaded" structure of incremental heuris-
tic methods to successively filter case candidates offers
the opportunity to identify what kinds of lexical and
semantic heuristics offer potential high advantage in
this hybrid approach.
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6 Conclusion
The COLIEE 2025 competition has provided a wonderful
opportunity for our SIL team to experiment with different
techniques to address legal case retrieval. We plan to use
more features in stage 2 in our future work. We also look
forward to developing a dataset for the Indian jurisdiction
and bringing it to the COLIEE challenge.We are committed to
employing the lessons learned throughout this competition.
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ABSTRACT
Legal Judgment Prediction (LJP) has emerged as a promising task
in the legal domain, aiming to support decision-making processes
by predicting court outcomes. The COLIEE 2025 shared task intro-
duced a new pilot subtask, LJPJT 2025, focusing on Japanese civil
tort cases and comprising two subtasks: tort prediction (TP) and
rationale extraction (RE). In this paper, we present the system de-
veloped by Team KIS for LJPJT 2025. Our system employs a simple
yet effective architecture based on ModernBERT, and achieves com-
petitive results, including the top F1 score on the RE task among
all participants.

Beyond system implementation, we conduct an in-depth analysis
of evaluation metrics using over 200 models trained with diverse
hyperparameter configurations and data splits. Our findings re-
veal substantial variation in model performance across data splits
and metrics, highlighting the difficulty of evaluating model perfor-
mance with respect to generalization under such variability. We
also demonstrate that binary F1 scores, officially used in RE eval-
uation, are highly sensitive to subjective design choices, such as
label definitions, making them potentially unsuitable for consistent
model evaluation.

Our study underscores the importance of metric design in le-
gal NLP tasks and offers insights for future research on robust
evaluation methods.
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1 INTRODUCTION
AI-assisted workflows have enabled the processing of larger vol-
umes of documents than ever before. As natural language process-
ing (NLP) technology continues to advance, its applications have
expanded across a wide range of domains. The legal field is no
exception. For over a decade, the Competition on Legal Informa-
tion Extraction and Entailment (COLIEE) [21] has been held to
promote the automatic processing of legal documents, attracting
many researchers worldwide.

Previous editions of COLIEE have focused primarily on le-
gal information retrieval and entailment tasks. However, COLIEE
2025 [10] introduced a new pilot task: the Legal Judgment Prediction
for Japanese Tort cases (LJPJT) 2025 task [32].

The Legal Judgment Prediction task targets civil litigation cases
involving torts. It comprises two subtasks: rationale extraction (RE),
which predicts whether each claim by the plaintiff and defendant
is accepted by the court; and tort prediction (TP), which predicts
the court’s final decision. While this task is technically related to
judicial automation, it also supports real-world use cases such as
enabling litigants to select favorable claims, thereby facilitating
faster settlements and lowering the cost of legal services.

The dataset constructed by Yamada et al. [32] represents a signif-
icant addition to the field of Legal Judgment Prediction, following
previous efforts in China [31] and Europe [4, 5, 16]. It is the first
dataset of its kind designed specifically for the Japanese legal system,
where legal conventions and civil procedures differ substantially
from those in other jurisdictions.

We approached the task by developing a simple system based on
ModernBERT [29]. Our system uses the 130M parameter variant of
ModernBERT, allowing for efficient inference and training within
limited computational budgets. Although the architecture itself
is straightforward, we achieved slightly improved performance
through model ensembling.

This paper provides an overview of our system and compares
multiple models built for the task. Based on these comparisons,
we discuss the inherent difficulty of the task and examine which
evaluation metrics may better capture model performance in a
robust manner.

Our contributions are summarized as follows:

• We developed a ModernBERT-based system for the LJPJT
2025 task. Our system achieved the best performance among
participants on the rationale extraction (RE) task.

• Using a large collection of trained models, we investigated
the effects of different evaluation metrics and data splits, and
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Input Output

Rationale Extraction

Undisputed Facts (UFs)

UF1

A posting “Mr. X1, you should pay back the money” 

was made in the website D, via IP address 

***.***.***.***.

—

Plaintiff's Claims (PCs)

PC1

This posting, based on a viewer of ordinary prudence 

and his way of viewing, indicates the fact that a person 

named “X1,” who works at factory B, borrowed 

money from a certain individual but has not repaid it.

PC2

There are only two persons with the surname “X1” 

who work at factory B: the plaintiff and his cousin.

PC3

The viewers of this posting, who know the plaintiff 

but do not know the plaintiff ’s cousin, would regard 

the plaintiff as the subject of the posting.

PC4

It is possible to identify the subject of this posting as 

the plaintiff.

Defendant's Claims (DCs)

DC1 We do not admit all the allegations from plaintiff.

Tort Prediction

Court Decision

Figure 1: An example tort instance, with texts cited
from [32].

discussed the challenges of the task and the design of better
evaluation criteria.

• We demonstrate that binary F1 scores, officially used in RE
evaluation, are highly sensitive to subjective label choices
and split conditions, making them less suitable as robust
evaluation metrics.

2 RELATEDWORK
2.1 The LJPJT 2025 Task
The dataset for the LJPJT 2025 task is constructed from Japanese
court judgments. Each judgment may involve one or more instances
of torts, specifically those defined under Article 709 of the Japanese
Civil Code (unlawful acts). For each tort, the dataset includes three
categories of text segments extracted from the court judgment
documents: undisputed facts, claims from the plaintiff, and claims
from the defendant.

This task consists of two subtasks: tort prediction (TP) and ratio-
nale extraction (RE). The RE subtask involves predicting whether
each individual claim, either from the plaintiff or the defendant,
was accepted by the court. The TP subtask requires predicting the
court’s final decision regarding each tort case.

Figure 1 shows an example tort instance used in the task, and
Figure 2 shows its corresponding JSON-style input. Our system
aims to predict the court_decision for each tort, along with the
is_accepted status for each claim. Further details on the textual
structure of the input can be found in [32]. Unlike other COLIEE
datasets, this dataset is provided solely in Japanese (monolingual).

1 {
2 "version": "train001.jsonl",
3 "tort_id": "0",
4 "undisputed_facts": [
5 {"id": "0", "description": "A posting . . ."}
6 ],
7 "plaintiff_claims": [
8 {"id": "0", "description": "This posting . . .",
9 "is_accepted": true},
10 {"id": "1", "description": "There are . . .",
11 "is_accepted": true},
12 {"id": "2", "description": "The viewers . . .",
13 "is_accepted": false},
14 {"id": "3", "description": "It is . . .",
15 "is_accepted": false}
16 ],
17 "defendant_claims": [
18 {"id": "0", "description": "We do not . . .",
19 "is_accepted": true}
20 ],
21 "court_decision": false
22 }

Figure 2: An example JSON-style input for the LJPJT 2025
task.

The official baseline system for the LJPJT 2025 task is the Inter-
Span Transformer (IST), an improved variant of the model proposed
by Chalkidis et al. [5]. It has been evaluated by the task organizers
as a strong benchmark [32]. The IST model encodes each claim
using BERT [7] and applies a shared Transformer [26] model to
jointly predict both rationale extraction (RE) and tort prediction
(TP). During training, hyperparameter optimization was performed
not only for standard parameters such as learning rate and model
size, but also for the loss weighting ratio between the two subtasks.
Specifically, the overall loss is defined as 𝛼 · lossTP + (1−𝛼) · lossRE,
where 𝛼 is a tunable hyperparameter.

A notable characteristic of this task is its difficulty, as even human
annotators often fail to make correct predictions. In our prelimi-
nary experiments, modifications to the model architecture yielded
only marginal improvements. Consequently, detailed architecture
exploration is considered out of scope for this paper.

For reproducibility, the task organizers allow the use of publicly
available LLMs, but prohibit the use of closed models such as GPT-
4o [19] or Gemini [24].

2.2 Ensemble Approaches in Other Tasks
Model ensembling has become a common and effective approach
in legal-domain tasks, particularly in recent COLIEE competitions.
Many participating teams have employed ensemble methods to
boost performance [1, 9, 13, 17, 28]. In line with this trend, our sys-
tem also incorporates ensembling to enhance prediction accuracy.

2.3 ModernBERT
BERT [7] has been widely used across various natural language pro-
cessing (NLP) tasks, including classification, information retrieval,
ranking, and named entity recognition. A common paradigm is
to pre-train the model on a large general-purpose corpus, such as
Wikipedia or web pages, and then fine-tune it on a smaller dataset
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specific to the downstream task. Compared to large language mod-
els (LLMs), BERT-based models are lightweight and easier to train,
making them still attractive for domain-specific tasks where general
LLMs may lack sufficient coverage. However, BERT has several lim-
itations, including a relatively short maximum sequence length of
512 tokens and architectural inefficiencies that arise from hardware-
agnostic design choices.

To address these issues, Warner et al. [29] recently proposed
ModernBERT, which introduces several architectural and training
improvements. Most notably, it supports sequence lengths of up
to 8,192 tokens and demonstrates improved performance across
various tasks, partly due to pretraining on a large-scale corpus
that includes a diverse range of sources, such as source code. To
handle long sequences efficiently, ModernBERT adopts a hybrid
attention mechanism: while some Transformer layers [26] retain
full attention across all tokens, others (specifically two-thirds) use
local attention restricted to neighboring tokens. Additional im-
provements include the removal of next-sentence prediction (NSP),
a pretraining task originally used in BERT to model sentence-level
coherence, based on findings that it contributes little to downstream
performance; the replacement of absolute positional embeddings
with rotary embeddings; and various architectural refinements
such as modifications to bias terms and LayerNorm. Training ef-
ficiency is further enhanced through various improvements, in-
cluding changes to the optimizer, learning rate scheduling, and
unpadding strategies.

While Warner et al.’s original ModernBERT targets English, a
Japanese counterpart sbintuitions/modernbert-ja-130m1 has
been released as a publicly available pretrained model. It inherits
many of the same design principles, including support for long
sequences and architectural efficiency. One key difference, how-
ever, lies in its tokenizer: whereas the original ModernBERT uses
the [CLS] . . . [SEP] format similar to BERT, the Japanese version
adopts a RoBERTa-style format using <s> . . . </s> [14]. Although
the vocabulary includes special tokens such as <cls> and <sep>,
these tokens were not used in the pretraining corpus and thus lack
specific learned behavior. The modernbert-ja models are also
available in multiple size variants: tiny (30M), small (70M), base
(130M), and large (315M). Among these, we use the base-size (130M)
model, which consists of 19 layers, with a hidden size of 512 and
an intermediate dimension of 2,048.

2.4 Evaluation Metrics and their Robustness
To develop more robust NLP models, many prior studies have ex-
plored strategies that improve the reliability of model evaluation
under varying conditions. These include addressing biases in label
definitions [8, 11, 23] and enhancing interpretability and explain-
ability [3, 12].

From the perspective of evaluation methodology, Moss et al. [15]
proposed J-K-fold cross-validation as a more robust alternative to
standard train-test splits. Moreover, while metrics such as accuracy
and F1-score are commonly used, they often fail to capture issues
such as model bias or generalizability. As a result, there has been
growing interest in alternative metrics [2, 20, 22, 27].

1https://huggingface.co/sbintuitions/modernbert-ja-130m

In particular, Vickers et al. [27] conducted a large-scale empirical
comparison of several evaluation metrics, including Accuracy, Bal-
anced Accuracy, F1 (especially Macro-F1), Informedness, Matthews
Correlation Coefficient (MCC), and Normalized Information Trans-
fer (NIT), across tasks such as natural language understanding
(NLU), visual question answering (VQA), and machine translation
(MT). They concluded that Informedness is not only intuitive, as
it interprets evaluation as an “odds game” in which chance-level
performance receives no credit, but also more effective at capturing
model generalizability. Based on these findings, they recommend re-
porting Informedness alongside standard metrics in future research.
We briefly summarize the definitions of Informedness, MCC, and
NIT below.

Informedness. Informedness measures the probability that a pre-
diction is informed, rather than due to class bias or random guessing.
It is defined as:

𝐼 =

𝑁∑
𝑡=1

Pr(𝑌 = 𝑦𝑡 )
𝑁

·
{ 1
Pr(𝑌=𝑦𝑡 ) if 𝑦𝑡 = 𝑦𝑡
− 1
1−Pr(𝑌=𝑦𝑡 ) if 𝑦𝑡 ≠ 𝑦𝑡

where 𝑁 is the number of samples, and 𝑦𝑡 and 𝑦𝑡 denote the
predicted and true labels for the 𝑡-th sample, respectively. Here,
Pr(𝑌 = 𝑦) represents the empirical distribution of true labels, and
Pr(𝑌 = 𝑦) is the empirical distribution of predicted labels. This
formulation rewards correct predictions more when the true class
is rare (i.e., when Pr(𝑌 = 𝑦) is small), and penalizes incorrect pre-
dictions more when the true class is common (i.e., when Pr(𝑌 = 𝑦)
is large).

Matthews Correlation Coefficient (MCC). MCC [6] is defined as
the correlation between predicted and true labels:

MCC =
Cov(𝑦,𝑦)
𝜎𝑦̂ · 𝜎𝑦

,

where Cov(𝑦,𝑦) is the covariance between the predicted labels 𝑦
and the true labels 𝑦, and 𝜎𝑦̂, 𝜎𝑦 are the corresponding standard
deviations. It takes the value 1 for perfect predictions and 0 when
predictions are uncorrelated with the true labels.

Normalized Information Transfer (NIT). NIT [25] is an
information-theoretic measure that quantifies how much uncer-
tainty is reduced by a classifier compared to a uniform random
guess. It is defined as:

NIT =
2𝐼 (𝑌 ;𝑌 )

𝐾
,

where 𝐼 (𝑌 ;𝑌 ) is the mutual information between the predicted
labels 𝑌 and the true labels 𝑌 , and 𝐾 is the number of classes. A
value close to 1

𝐾
indicates random-level performance, while higher

values reflect more informative predictions.

3 IMPLEMENTATION AND EXPERIMENT
Our system is based on ModernBERT [29]. In this section, we de-
scribe the implementation details.

ModernBERT offers two key advantages: strong baseline perfor-
mance and support for long input sequences. Traditional BERTmod-
els are limited in input length, requiring segmentation of texts into
small units, such as individual facts or claims. Ideally, however, joint
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modeling of all information is desirable, as demonstrated by the
effectiveness of multitask learning in the IST baseline for TP and RE
subtasks. Accordingly, we leverage ModernBERT’s long-context ca-
pability and design our system to process input sequences as unified
documents. We fine-tuned the publicly available sbintuitions/
modernbert-ja-130m model for our task.

3.1 Model Input and Output for Fine-Tuning
The input to our model is a concatenated string comprising undis-
puted facts and claims, formatted as follows:

<cls> <s> <sep> UF1 <sep> UF2 ... </s>
<s> <sep> PC1 <sep> PC2 ... </s>
<s> <sep> DC1 <sep> DC2 ... </s>

Here, UF𝑖 , PC𝑖 , and DC𝑖 denote individual undisputed facts,
plaintiff claims, and defendant claims, respectively.

The tokens <cls> and <sep> are special tokens defined in the
ModernBERT vocabulary, although they are not used in the pre-
training of sbintuitions/modernbert-ja-130m but included
in our fine-tuning; <s> and </s> are special tokens used to sepa-
rate sentences, included in the pretraining. We deliberately employ
<s> and </s> to separate the three input segments, and use <sep>
to mark individual claims, since <s> and </s> alone do not indicate
claim boundaries.

During our fine-tuning, each <sep> token is associated with a
binary label for rationale extraction (RE). In particular, all <sep>
tokens within the UF segment are labeled as true (accepted), and
the model is trained accordingly. This labeling reflects the fact
that undisputed facts are always accepted by both parties and are
generally considered valid reasoning components in legal docu-
ments2. However, during inference, outputs from the UF segment
are discarded.

ModernBERT supports sequences of up to 8,192 tokens. For prac-
tical reasons, including memory constraints, we set an upper limit
of 6,144 tokens. If the concatenated input exceeds this threshold,
we first remove the undisputed facts. If the input remains too long,
we truncate tokens from the end of the remaining sequence (i.e., the
DC segment first, followed by the PC segment if needed)3. During
truncation, we preserve all <sep> tokens, even if the correspond-
ing text has been removed, because each <sep> corresponds to
a prediction target; Removing them would cause inconsistencies
between the input and the model’s output structure.

For our model output, the <cls> token is used for tort prediction
(TP), while each <sep> token performs binary classification for ra-
tionale extraction (RE). As we fine-tuned the model with a standard
cross-entropy classification loss, it naturally produces probability
scores, which we retain during inference to support ensembling.

During fine-tuning, we compute a combined loss function from
both TP and RE outputs, following the implementation of the IST
baseline. Specifically, the overall loss is given by

𝛼 · lossTP + (1 − 𝛼) · lossRE,
where 𝛼 is a tunable hyperparameter.
2In our preliminary experiments, we did not observe any significant difference in
performance when excluding the loss contributions from the UF segments.
3Among the 6,508 instances in the dataset, the undisputed facts (UFs) were removed
in only 14 instances. Of these, 4 and 9 instances also involved truncation of at least
one plaintiff claim (PC) and defendant claim (DC), respectively.

3.2 Hyperparameter Selection
We conducted grid search over several hyperparameters to train
multiple ModernBERT models. The parameters explored were:

• Epochs: 3, 5, 10, 20
• Learning Rate: 5e-6, 1e-5, 2e-5, 3e-5, 5e-5, 1e-4
• 𝜶 (loss weighting for TP task): 0.1, 0.2, . . . , 0.9

The selection of epochs and learning rates was informed by prior
experiments on the base sbintuitions/modernbert-ja-130m
model. However, we added 20 epochs based on preliminary findings
suggesting better performance with longer training.

The following hyperparameters were fixed throughout all exper-
iments:

• Batch size: 32
• Warmup ratio: 0.01
• Early stopping: Disabled

All other parameters were left at their default values in the
Huggingface Transformers framework [30].

3.3 Ensembling Based on Hyperparameters
As a result of hyperparameter tuning, multiple trained models were
obtained. Among them, we selected a single model that performs
the best in the validation set to serve as one of our final systems.

In addition, we constructed an ensemble system using the top five
models according to validation performance. For each label (TP and
RE), we aggregated the predicted probabilities from these models to
obtain a final probability. If the aggregated probability exceeded 0.5,
the label was predicted as true. This ensembling strategy effectively
increases the parameter capacity of the system and is expected to
improve performance.

3.4 Data Splits for Development
The official LJPJT 2025 task provides only training and test
datasets. To facilitate development, we split the training data
(train001.jsonl) into three subsets with an 8:1:1 ratio, result-
ing in 5,206 samples for training, 651 for validation, and 651 for
development.

While such splits are typically randomized, we performed the
split sequentially, without shuffling the dataset. This decision was
motivated by the observation that a single court judgment may
contain multiple tort cases that share the same undisputed facts but
differ in claims. Shuffling the data may cause related examples to
appear in both training and validation/development sets, potentially
leading to data leakage4.

3.5 Ensembling Based on Data Splits
Using a fixed split of the training data may result in suboptimal use
of available data, especially since the development and validation
subsets are excluded from final training. To address this, we also
explored an alternative ensembling strategy based on multiple data
splits.

Specifically, we partitioned the training dataset into five folds
and trained five models, each using four folds for training and the

4In our preliminary experiments, random shuffling indeed resulted in higher per-
formance compared to sequential splitting, supporting our concern about possible
leakage.
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remaining fold for validation and development. To keep the com-
putational workload manageable, this experiment was conducted
with 𝛼 fixed at 0.5.

Using a similar ensembling approach, we averaged the predicted
probabilities across the five models and output true when the av-
erage exceeded 0.5. This ensemble was used to examine whether
utilizing the entire training data, including portions that were used
for validation and development, could lead to improved perfor-
mance.

4 RESULTS
In this section, we describe the systems and results submitted by
our team, KIS, to the LJPJT 2025 pilot task of COLIEE 2025. We
present evaluation results on our development set and report our
official formal run scores.

4.1 Our Formal Run Submissions
We submitted three systems to the LJPJT 2025 task5:

• KIS4: the best-performing individual model.
• KIS5: an ensemble of the top five models trained with dif-
ferent hyperparameters, as described in Section 3.3.

• KIS6: an ensemble of five models trained on different data
splits using the same hyperparameters, as described in Sec-
tion 3.5.

4.2 Results on Development Set
Table 1 shows evaluation results of our models on our development
set, which was created by splitting the provided training data. Here,
F1 (True) refers to the standard binary F1 score where the positive
class is “true” (i.e., court_decision for TP and is_accepted for
RE), and F1 (Macro) is the unweighted mean of F1 scores computed
separately for the “true” and “false” classes.

Note that KIS6 itself is not evaluated on the development set,
since four of its five component models were trained using this
set. Comparisons across different data splits may not be directly
meaningful, as the models were evaluated on different test data.

Our results show that ensemble learning, as in previous COLIEE
tasks, offers modest improvements for the target metrics: Accuracy
for TP and F1 (True) for the All category in RE. However, the best-
performing model may vary depending on the evaluation metric,
and no single model consistently outperforms the others across all
criteria.

4.3 Results on Formal Run Dataset
Table 2 shows the formal run results for the TP and RE tasks in
LJPJT 20256. Among our systems, KIS5 and KIS6 performed better
in the TP task, and KIS5 also achieved the highest F1 (True) score
for the All category in the RE task.

Interestingly, the trends observed in the formal runs do not
always match those seen on the development set. For example, in
the RE task, the F1 (True) scores were relatively similar across all

5The names KIS1, KIS2, and KIS3 were reserved for systems submitted to COLIEE 2025
Task 4. Details of those systems are available in a separate paper by the KIS team [18]
6Only TP Accuracy and RE F1 (True) for the All category are officially considered as
ranking metrics [10]. While the table includes both TP and RE results, note that some
participating systems may use separate models for each task internally.

categories (All, Plaintiff, Defendant) in the development results, but
the formal run showed a notably lower score for Plaintiff. Similarly,
the KIS4 model exhibited significantly lower F1 (Macro) on the
development set7, but this was not the case in the formal evaluation.
In fact, KIS4 achieved the highest Plaintiff F1 (Macro) among all
models, despite having the lowest Plaintiff Accuracy. These results
suggest that the current evaluation metrics do not always clearly
capture the strengths and weaknesses of each system.

Moreover, the limited improvement from using all available train-
ing data in the KIS6 ensemble suggests that simply increasing train-
ing size does not necessarily lead to better performance in this task.
While the overall system performance remains insufficient for real-
world deployment, our findings indicate that current performance
limitations may stem more from task complexity than from data
volume. Future improvements may benefit from revisiting aspects
of data design or incorporating additional knowledge sources, while
continuing to build on the strengths of the existing dataset.

5 RECONSIDERING EVALUATION METRICS
In this section, we reconsider the evaluation metrics used in the
LJPJT 2025 task based on the models we developed. The official
metrics were accuracy for the TP task and F1 score (with “true” as
the positive class) for the RE task. Additionally, Yamada et al. [32]
used accuracy for both tasks. Our research question is whether
these metrics are indeed the most appropriate ones, and if not,
what alternatives may serve as more robust evaluation measures8.

The following discussion is based on the results of the models we
trained during hyperparameter search. All of these models share
the same architecture and differ only in hyperparameters (including
four epoch settings, six learning rates, and nine values of 𝛼) or in
the data used for training and evaluation (five data splits). Other
potential sources of model variability, such as random seeds for
initialization, were fixed in our experiments. Furthermore, a more
comprehensive analysis would include comparisons across different
model architectures. This work should therefore be understood as a
first step toward better metric design, andwe leave the investigation
of these additional factors for future work.

5.1 Requirements for Robust Evaluation
Metrics

Robust evaluation metrics should exhibit the following properties:

• Interpretability and task alignment: The score should re-
flect actual use cases or be intuitively interpretable. In LJPJT,
for example, the RE and TP tasks are logically connected, as
final decisions are based on whether each claim is accepted.
Ideally, such inter-task dependencies should be captured in
the evaluation as well.

• Robustness to data splits: A model that scores well on
one test set should also generalize to other unseen data.
Evaluation metrics should be stable regardless of how the
data is split.

7We did not monitor this metric during model selection.
8Note that robustness is a necessary condition for adoption in shared tasks, but not a
sufficient one.
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Table 1: Evaluation results of our models on the development set. KIS5 is an ensemble of KIS4 and Models 2–5 for KIS5. KIS6
is omitted because its training data overlaps with the development set.

TP RE
Accuracy Accuracy F1 (True) F1 (Macro)

Model Split All Pltf. Deft. All Pltf. Deft. All Pltf. Deft.

KIS5 (Ensembled) devel 0.6482 0.6217 0.6515 0.5916 0.7100 0.7346 0.6849 0.5830 0.6136 0.5523
KIS4 devel 0.6528 0.5311 0.5566 0.5053 0.6937 0.7151 0.6714 0.3469 0.3576 0.3357
Model 2 for KIS5 devel 0.6298 0.6205 0.6448 0.5959 0.6509 0.6810 0.6188 0.6176 0.6401 0.5945
Model 3 for KIS5 devel 0.6436 0.6181 0.6256 0.6105 0.6545 0.6621 0.6467 0.6138 0.6212 0.6063
Model 4 for KIS5 devel 0.6160 0.6089 0.6261 0.5916 0.6372 0.6579 0.6156 0.6065 0.6228 0.5900
Model 5 for KIS5 devel 0.6513 0.6342 0.6433 0.6250 0.6491 0.6690 0.6275 0.6336 0.6412 0.6250

KIS6 (Ensembled) -
Model 1 for KIS6 devel 0.6329 0.6371 0.6333 0.6410 0.6525 0.6556 0.6493 0.6364 0.6317 0.6408
Model 2 for KIS6 devel-2 0.6743 0.5983 0.6188 0.5752 0.6149 0.6212 0.6084 0.5976 0.6188 0.5721
Model 3 for KIS6 devel-3 0.6662 0.6053 0.6042 0.6064 0.6189 0.6092 0.6287 0.6048 0.6042 0.6050
Model 4 for KIS6 devel-4 0.6759 0.6187 0.6264 0.6104 0.6398 0.6321 0.6475 0.6174 0.6263 0.6060
Model 5 for KIS6 devel-5 0.6528 0.6124 0.6083 0.6170 0.6282 0.6417 0.6113 0.6117 0.6048 0.6169

Table 2: Formal run results for LJPJT 2025, a pilot task of COLIEE 2025.

TP RE
Rank Accuracy Accuracy F1 (True) F1 (Macro)
(RE) Team Model All Pltf. Deft. All Pltf. Deft. All Pltf. Deft.

1 KIS KIS5 0.7131 0.6414 0.6452 0.6379 0.7124 0.6734 0.7402 0.6560 0.3862 0.4817
2 CAPTAIN JAIST-LJPJT25 0.7648 0.6865 0.6455 0.7238 0.7055 0.6631 0.7434 0.6187 0.3616 0.3640
3 NOWJ system2 0.6712 0.6691 0.6431 0.6930 0.6921 0.6401 0.7331 0.6073 0.3060 0.4207
4 omega modernbert 0.6663 0.6780 0.6998 0.6582 0.6915 0.6708 0.7063 0.5937 0.3099 0.4147
5 KIS KIS4 0.6970 0.5171 0.4609 0.5684 0.6816 0.6310 0.7247 0.6392 0.4635 0.5236
6 NOWJ system1 0.6379 0.6555 0.6279 0.6807 0.6812 0.6263 0.7243 0.6015 0.3131 0.4276
7 KIS KIS6 0.7131 0.6696 0.6642 0.6746 0.6730 0.6054 0.7185 0.5808 0.2912 0.3947
8 OVGU OVGU1 0.5148 0.5225 0.4806 0.5607 0.6568 0.6101 0.6962 0.6045 0.4180 0.4892
9 NOWJ system3 0.5973 0.5408 0.5317 0.5491 0.5587 0.6368 0.4456 0.5257 0.4141 0.1712
10 OVGU OVGU2 0.5530 0.5273 0.5240 0.5304 0.4863 0.4497 0.5161 0.3879 0.2264 0.2811
11 OVGU OVGU3 0.5320 0.5146 0.5264 0.5037 0.3164 0.2904 0.3376 0.2044 0.1087 0.1537

• Handling Ambiguous or Noisy Samples: Metrics should
account for samples that are ambiguous or noisy and thus dif-
ficult to predict, even for humans. This can be done, for exam-
ple, by assigning different weights based on inter-annotator
agreement, or by reporting performance separately for such
samples.

• Low sensitivity to label definitions: Metrics such as recall
or precision can change drastically depending on which
class is considered “true”. Robust metrics should either avoid
such subjective choices or remain stable under alternative
formulations.

• Scalability and feasibility: The computational or manual
cost of calculating the metric should remain acceptable as
the dataset grows.

In the following subsections, we empirically investigate (1) ro-
bustness to data splits, (2) interdependence between the TP and RE
tasks, and (3) correlations among metrics, based on our collection of

trained models. Aspects such as ambiguity or noise, which cannot
be inferred from the current dataset, are outside the scope of this
paper.

5.2 Generalization: Metric Stability Across
Data Splits

We assessed how consistent each evaluation metric is when the
model is trained and tested on different data splits using the same
architecture and hyperparameter settings. Specifically, we applied
24 hyperparameter configurations (4 epochs × 6 learning rates),
training and evaluating a separate model on each of the five data
splits. Table 3 reports the pairwise correlation coefficients of scores
obtained across these splits for TP accuracy and RE F1 (True).

For the TP task, accuracy shows high correlation among splits 2,
3, and 4, but split 0 displays much lower correlation with the others.
This indicates that a model performing well on one split does not
necessarily generalize well to others.
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Table 3: Correlation coefficients of scores across data splits.

a. TP task: Accuracy

split 0 1 2 3 4

0 1.0000 0.3871 0.1318 0.2680 0.3907

1 0.3871 1.0000 0.7765 0.8229 0.7228

2 0.1318 0.7765 1.0000 0.9346 0.8864

3 0.2680 0.8229 0.9346 1.0000 0.9727

4 0.3907 0.7228 0.8864 0.9727 1.0000

b. RE task: F1 (True)

split 0 1 2 3 4

0 1.0000 0.7960 0.5545 0.7887 0.8445

1 0.7960 1.0000 0.9013 0.8151 0.8580

2 0.5545 0.9013 1.0000 0.7675 0.6911

3 0.7887 0.8151 0.7675 1.0000 0.9184

4 0.8445 0.8580 0.6911 0.9184 1.0000

Table 4: Mean correlation coefficients across data splits (all
metrics).

Task Metirc Correlation

TP Accuracy 0.7035

F1 (True) 0.5986

F1 (False) 0.5958

F1 (Macro) 0.7054

F1 (Weighted) 0.7195

Informedness 0.7009

NIT 0.6872

MCC 0.6999

RE Accuracy All 0.8874

F1 (True) All 0.8348

F1 (False) All 0.8629

F1 (Macro) All 0.8895

F1 (Weighted) All 0.8891

Informedness All 0.8875

NIT All 0.8880

MCC All 0.8524

Accuracy Doc-Level 0.9136

F1 (Macro) Doc-Level 0.9193

F1 (Weighted) Doc-Level 0.9242

For the RE task, F1 (True) on split 2 exhibits weak correlation
with other splits, indicating that a data split suitable for evaluating
TP models may not be equally suitable for RE.

We also computed average correlation coefficients for other met-
rics, shown in Table 4. For definitions of Informedness, NIT, and
MCC, see Section 2.4 or Vickers et al. [27].

Overall, the TP task tends to show lower cross-split correlation
regardless of the metric used, making it more difficult to evaluate

model performance in terms of generalization. In particular, F1
(True) and F1 (False) exhibit low correlation, likely due to their
sensitivity to label prevalence and class imbalance. While this does
not make them invalid as evaluation metrics, it suggests that they
may lead to inconsistent model rankings across different test dis-
tributions. Among the metrics we tested, accuracy (which is cur-
rently used in the official evaluation), as well as F1 (Macro) and F1
(Weighted), showed slightly better cross-split correlation. However,
even advanced metrics such as Informedness, NIT, and MCC do not
substantially mitigate the instability in this task. Similar tendencies,
though somewhat less pronounced, were observed for the RE task.

5.3 Task Interdependence: Correlation
Between TP and RE

The TP and RE tasks are conceptually related, as both are essential
for judicial reasoning. The baseline IST model also benefited from
multitask learning on both tasks [32]. A natural question is whether
models that perform well on the TP task also excel at RE.

To investigate this, we trained 216 models (4 epochs × 6 learning
rates × 9 𝛼 values) using a fixed data split. Each model was jointly
trained on TP and RE. Table 5 shows the correlation between TP
accuracy and several RE metrics: F1 (True), doc-level accuracy, and
doc-level F1 (Macro).

Yamada et al. [32] proposed using doc-level accuracy for RE, moti-
vated by the fact that real-world decisions are made at the tort level.
This metric is computed by averaging claim-level accuracy within
each tort and then taking the macro average across all torts. From
this perspective, one might expect doc-level accuracy to align more
closely with TP performance. However, our results show that F1
(True) has the highest correlation with TP accuracy (approximately
0.27), and both doc-level metrics exhibit even lower correlation. It
remains unclear why these metrics, despite their alignment with
real-world decision units, correlate less with TP performance, point-
ing to a direction worth exploring in future work.

5.4 Inter-Metric Correlations
Using the same 216-model collection, we also computed pairwise
correlations between evaluation metrics within each task. Table 6
shows the results for both TP and RE.

In both tasks, F1 (True) and F1 (False) show weak correlations
with all other metrics. Notably, their mutual correlation is extremely
low: only 0.03 in TP and 0.05 in RE. This suggests that these scores
are highly sensitive to subjective label definitions, such as whether
is_accepted or is_rejected is treated as “true”. Such sensitivity
undermines their usefulness as general-purpose evaluation metrics.

In contrast, most other metrics exhibit strong mutual correla-
tions, suggesting that model rankings are generally stable across
metrics that are less sensitive to subjective factors like class labeling.

6 CONCLUDING REMARKS
In this paper, we presented the systems developed by Team KIS
for the COLIEE 2025 Pilot Task, LJPJT 2025. Our system adopts
a straightforward implementation: all claims are fed into Mod-
ernBERT in a unified sequence. Despite its simplicity, the system
achieved competitive performance by leveraging model ensembling.
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Table 5: Correlation between TP and RE task performance (same dataset).

TP RE

Accuracy F1 (True) Accuracy F1 (Macro)

All Pltf. Deft. Doc-Level Doc-Level

TP Accuracy 1.0000 0.2711 0.2352 0.2404 0.1910 0.0850

All 0.2711 1.0000 0.8491 0.9138 0.6317 0.5744

F1 (True) Pltf. 0.2352 0.8491 1.0000 0.5627 0.3904 0.3148

RE Deft. 0.2404 0.9138 0.5627 1.0000 0.6891 0.6608

Accuracy Doc-Level 0.1910 0.6317 0.3904 0.6891 1.0000 0.9665

F1 (Macro) Doc-Level 0.0850 0.5744 0.3148 0.6608 0.9665 1.0000

Table 6: Cross-task performance correlation (same dataset).

a. TP task

Accuracy F1 (True) F1 (False) F1 (Macro) F1 (Weighted) Informedness NIT MCC

Accuracy 1.0000 0.5056 0.8803 0.8872 0.9460 0.9944 0.9532 0.9751

F1 (True) 0.5056 1.0000 0.0389 0.8456 0.7560 0.5614 0.6914 0.6808

F1 (False) 0.8803 0.0389 1.0000 0.5662 0.6835 0.8399 0.7220 0.7536

F1 (Macro) 0.8872 0.8456 0.5662 1.0000 0.9887 0.9118 0.9560 0.9641

F1 (Weighted) 0.9460 0.7560 0.6835 0.9887 1.0000 0.9603 0.9781 0.9910

Informedness 0.9944 0.5614 0.8399 0.9118 0.9603 1.0000 0.9691 0.9877

NIT 0.9532 0.6914 0.7220 0.9560 0.9781 0.9691 1.0000 0.9847

MCC 0.9751 0.6808 0.7536 0.9641 0.9910 0.9877 0.9847 1.0000

b. RE task

Accuracy F1 (True) F1 (False) F1 (Macro) F1 (Weighted) Accuracy F1 (Macro) F1 (Weighted)

All All All All All Doc-Level Doc-Level Doc-Level

Accuracy All 1.0000 0.7596 0.6487 0.9182 0.9341 0.9499 0.9050 0.9039

F1 (True) All 0.7596 1.0000 0.0517 0.5253 0.5692 0.6317 0.5744 0.5633

F1 (False) All 0.6487 0.0517 1.0000 0.8769 0.8505 0.7175 0.7499 0.7652

F1 (Macro) All 0.9182 0.5253 0.8769 1.0000 0.9986 0.9153 0.9154 0.9231

F1 (Weighted) All 0.9341 0.5692 0.8505 0.9986 1.0000 0.9234 0.9199 0.9266

Accuracy Doc-Level 0.9499 0.6317 0.7175 0.9153 0.9234 1.0000 0.9665 0.9659

F1 (Macro) Doc-Level 0.9050 0.5744 0.7499 0.9154 0.9199 0.9665 1.0000 0.9980

F1 (Weighted) Doc-Level 0.9039 0.5633 0.7652 0.9231 0.9266 0.9659 0.9980 1.0000

In addition, we analyzed the performance of a large number of
models obtained through hyperparameter search. Our findings indi-
cate that in the LJPJT 2025 dataset, performance varies significantly
across data splits, complicating the evaluation of model perfor-
mance with respect to generalization. We also observed that the
performance of a given model can differ substantially depending
on the evaluation metric used. This highlights persistent challenges
in designing appropriate evaluation metrics. In particular, metrics
such as F1 (True) and F1 (False) were found to be highly sensitive
to subjective choices, such as how the “true” label is defined or how

the dataset is split. These sensitivities raise concerns about their
suitability for model evaluation.

For future work, we plan to explore more robust evaluation
metrics, and to develop models that can better handle cases that are
ambiguous or difficult to resolve, even for human experts [32]. This
may involve incorporating additional external information sources
into the modeling process.
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Abstract
Legal case retrieval plays a crucial role in the legal research pro-
cess as it enables law practitioners, such as judges and lawyers, to
efficiently identify relevant prior cases or precedents for ongoing
cases. However, improving retrieval accuracy remains a challenge
due to the complexity, lengthiness, and unstructured nature of legal
texts. In this study, we propose approaches that integrate struc-
tural representation and summarization based on rhetorical roles
to enhance case retrieval performance. In particular, we introduce
methods where query sentences are labeled with legal rhetorical
roles, and concise versions of the queries built from fact sentences
are matched against both similarly summarized candidate cases
and un-summarized versions. We also explore score-based filtering
of the initial retrieval results. While our approaches do not perform
well in the official task, we note that the method that combines
filtering with summarized queries and un-summarized cases gives
better performance than our other approaches.
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1 Introduction
As the amount of digital legal text has grown exponentially over
the years, there has been growing interest among researchers and
institutions to develop efficient retrieval methods to access this
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vast resource. One such initiative is the Competition on Legal In-
formation Extraction and Entailment (COLIEE)[11]. COLIEE is an
annual event that provides an environment for researchers to de-
velop and evaluate innovative systems aimed at improving access
to legal text. To facilitate this, the competition avails benchmark
datasets that address various aspects of legal text access organized
into different tasks. For the current year, the competition consists
of five tasks. Task 1 requires the retrieval of a set of existing case
law cases that can support the decision of a given query case. For
Task 2 the requirement is to identify a paragraph from an existing
case that can entail the decision of a new case. Task 3 focuses on
retrieving statutory articles that are relevant to a previously unseen
query case. Task 4 involves determining whether relevant Civil Law
articles retrieved for a legal bar exam question entail it or not. The
last task, a Pilot Task, consists of two subtasks that deal with Tort
cases. The first subtask, Tort Prediction (TP), involves predicting
whether a tort is affirmed given facts as well as arguments from
plaintiffs and defendants. The second subtask Rationale Extraction
(RE) focuses on predicting which arguments from both plaintiffs
and defendants will be accepted or rejected.

In this paper, we present our three approaches to Task 1, case law
retrieval. Since the task requires retrieving a set of relevant legal
cases that can support the decision of a given query case, we posit
that in addition to being lexically similar, retrieved cases should also
be structurally identical to the given query cases. We thus explore
in one of our approaches the effectiveness of building structure into
both the query case and existing candidate cases before retrieval.
We define building structure in this instance as identifying and
differentiating sentences according to legal rhetorical roles such as
facts and arguments and selecting only the most effective role/s,
which in our approach is facts, to represent both the query and
candidates during retrieval. We further incorporate retrieval score
filtering in an attempt to improve our results. This involves remov-
ing documents with relevance scores below a predefined threshold
after the initial retrieval stage. Our other two approaches are a
variation of this approach aimed at testing its validity. Specifically,
in an approach that acts as our baseline, we only represent queries
as facts and retain candidates in the original form with no filtering
of retrieval results. In the last approach, we adopt the baseline but
with a further filtering of retrieval results.

Our paper is organized as follows: Section 2 presents related
work, Section 3 describes our approaches in more detail, Section
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4 presents the experimental setup, Section 5 discusses the results,
and Section 6 is the conclusion and also proposes future work.

2 Related Work
Automated case law retrieval plays a vital role in legal research, as it
allows lawyers, judges, and other stakeholders to efficiently access
prior cases that can support the decision applicable to an ongoing
case. However, developing an effective case law retrieval system
remains a significant challenge due to the length and complex
structure of legal documents, as well as the complexity of the legal
language. In recent years, in an effort to address these challenges
and improve performance, many researchers have been incorpo-
rating advanced technologies such as natural language processing,
and artificial intelligence into their systems. Specifically, many of
the latest COLIEE approaches, including the state-of-the-art have
used deep learning methods and Large Language Models(LLMs)
in addition to traditional IR methods. The following are some ap-
proaches that have performed relatively well in recent versions of
the COLIEE competition.

Li et al.[8] deploy a learning to rank based approach using a
diverse set of features generated from lexical matching, and pre-
trained semantic retrieval models. These include features such as
the BM25 query-candidate score, and the documents’ SAILER[6]
and DELTA[7] rank scores. The approach also incorporates prepro-
cessing to remove irrelevant information such as place holder text.
Furthermore, post-processing is performed to reduce irrelevant
documents such as deleting duplicate query cases from retrieval
results.

Curran and Conway[3] develop a pairwise similarity ranking
framework by training a feedforward neural network to perform
binary classification. The framework uses multiple features derived
from each query-candidate case pair, such as the name of the pre-
siding judge and verbatim quotations.

Li et al.[9] implement a learning-to-rank approach that utilizes
various features such as query length as well as features generated
from a pre-trained structure-aware language model SAILER[6].
The approach also incorporates preprocessing to remove irrelevant
terms and phrases. A post-processing strategy is also applied to, for
instance, remove query cases from results and also filter out cases
with a trial date later than the query case.

Derbama[4] use a query reformulation method that entails scor-
ing query unigram terms to select representative terms for the
query. BM25 is used for retrieval and the results are processed to
remove retrieved documents with a later year than the query. Fur-
thermore, a threshold-based method is used to select the final set of
relevant documents. Preprocessing is also used to remove irrelevant
information such as place holders and punctuations.

It is evident from these approaches that the use of hybrid ap-
proaches and a combination of various query-document features
can improve retrieval model performance. In addition, through
post-processing, precision can be improved while maintaining a rel-
atively good recall. Finally, as demonstrated in [9] and [8], utilizing
structurally aware methods also has the potential to enhance over-
all retrieval performance. Based on these observations, we aim to
explore a retrieval approach that attempts to build structure into the
case documents through the identification of sentences’ rhetorical

roles. The approach will further incorporate preprocessing of the
text to remove uninformative content, quality sentence selection
based on a lexical informativeness score, and post-processing to
improve precision.

3 Methods
3.1 Task Description
The goal of the COLIEE 2025 Case Law Retrieval Task 1 is to extract
and return from a Case Law corpus “noticed cases” (S1, S2. . . Sn),
for a given unseen case Q. A case is considered “noticed” only if it
can support the decision of the case Q. Therefore, the task involves
searching a collection of legal case documents, and only retrieving
those that are relevant to a given query case.

The evaluation metrics for the dataset are precision, recall, and
the F1 measure. Precision calculates the proportion of retrieved
documents that are actually relevant to a query, while recall calcu-
lates the proportion of relevant documents in a collection that are
successfully retrieved for a query. The F1 measure is a harmonic
mean of precision and recall which provides a single metric that
balances both. Micro-average is used for all the metrics, meaning
that each measure is computed using the results of all queries. The
metrics are defined as follows:

Precision =
# of correctly retrieved cases for all queries

# of retrieved cases for all queries
(1)

Recall =
# of correctly retrieved cases for all queries

# of relevant cases for all queries
(2)

𝐹 −𝑚𝑒𝑎𝑠𝑢𝑟𝑒 = 2 · Precision · Recall
Precision + Recall

(3)

3.2 Approach
Our proposed approach generally relies on three key principles
that have been shown to enhance legal case retrieval performance.
The first is that a query case can be effectively represented using
a summarized or shortened version. Secondly, preprocessing, and
incorporating structural elements into both query and case docu-
ments can enhance their processing and improve retrieval accuracy.
Finally, post-processing techniques can refine results and improve
precision through the removal of less relevant results.

We thus formulate an approach that incorporates a machine
learning component to build structure into the documents, a sum-
marization component, and a retrieval component to identify and
return relevant cases. To build structure, we formulate a classifi-
cation task that identifies the rhetorical role of each sentence in
a document. The roles are based on the semantic function that a
sentence is associated with in the text such as facts, arguments,
or statute. Filtering of results based on an experimentally selected
threshold is also explored.

Our overall pipeline comprises of the following main compo-
nents:

(1) Preprocessing to remove non-informative content and
select informative sentences
All documents are first preprocessed to remove non-informative
content, followed by sentence filtering to retain only the
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most informative sentences. To assess sentence informative-
ness, we employ the Measure of Textual Lexical Diversity
(MTLD) [10], which quantifies lexical diversity by computing
the number of distinct words within a text.

(2) Development of a classifier to identify sentence rhetor-
ical role
A classification model is trained using an external dataset
consisting of sentences with rhetorical role labels. For this
task, we employ a gradient-boosting ensemble learning tech-
nique that builds multiple weak learners, which are typically
decision trees, and combines them to build a stronger pre-
dictive model [5].

(3) Sentence Labeling and Summarization
The classifier is deployed to assign a rhetorical role to each
sentence indicating its semantic function in the document.
Rhetorical roles used are facts,arguments, statute,precedent,
ratio of the decision, ruling by lower court, and ruling by
present court. Facts sentences are then extracted and used
to generate summary version of each document.

(4) Retrieval, Ranking and Results Filtering
For retrieval and ranking, the DPH parameter-free weight-
ing model from the Divergence From Randomness (DFR)
framework[1] is used. As a final step post-processing is im-
plemented in an attempt to enhance precision. This process
involves removing “noticed” cases that share the same ID as
the query case and applying retrieval score-based filtering
to refine the results.

4 Experimental Setup
4.1 Dataset
The dataset for the COLIEE 2025 Case Law Retrieval Task 1 con-
sists of judgments drawn from the Federal Court of Canada. The
training dataset includes 7350 candidate cases with 1678 identified
as query cases. Provided with the training set is a JSON file that
maps each query case to its respective set of “noticed” cases. For
testing, a dataset containing 2159 candidate cases is provided with
400 identified as query cases. The test JSON file only lists query
cases, as the task requires participants to identify “noticed cases”
for each query case.

4.2 Experiments
All our experiments are conducted on Google Colab using Python
and related libraries.

• Text Preprocessing: Non-informative content such as punc-
tuations, special characters, French text and phrases such as
<"Fragment Suppressed"> was removed from text. The text
was split into sentences, and each sentence was assigned a
lexical diversity score to indicate its informativeness. The
diversity score was calculated using the LexicalRichness1
Python module. Sentences with low scores were then filtered
out.

• Development of a classifier to identify sentence rhetorical
role: The sklearn Gradient Boosting Classifier2 was trained

1https://pypi.org/project/lexicalrichness/
2https://github.com/scikit-learn/scikit-learn/blob/98ed9dc73/sklearn/ensemble/_gb.py#L1126

and tested on an Artificial Intelligence for Legal Assistance
(AILA) dataset consisting of rhetorically role labeled sen-
tences. The dataset created by Bhattacharya et.al [2], utilizes
sentences drawn from the Supreme Court of India judgments.
Each sentence was represented using a vector of 186 Stylom-
etry features generated using the writeprints3 package.

• Sentence Labeling and Summarization: A set of writeprints
features was extracted for sentences in both candidate docu-
ments and query documents and the classifier used to assign
each sentence an applicable rhetorical role. Sentences labeled
as facts were extracted and used to generate summaries for
each candidate document, and each query. The facts role was
selected to generate summaries as it demonstrated superior
performance when compared to other roles in preliminary
experiments.

• Retrieval, Ranking and Results Filtering: Various experi-
ments were conducted to retrieve and rank documents using
the PyTerrier (Python Terrier) framework DPH model. The
DPH model was selected due to its demonstrated effective-
ness during preliminary experiments, where it achieved bet-
ter performance compared to BM25 and TF-IDF. From these
experiments, three were selected as our final runs.
– In the first run summarized queries were matched against
original case documents which had undergone only basic
preprocessing. The ranking cut-off was set at 50, and post-
processing was applied to remove documents that were
duplicates of their respective queries.

– In the second run, the first run was repeated. However, an
additional step was introduced. Specifically, score-based
filtering was incorporated in an effort to improve precision
by reducing the number of irrelevant documents in the
ranked results.

– In the final run summarized queries are matched against
summarized case documents. Low-scoring documents and
those identified as duplicates of their respective queries
were removed to improve precision.

5 Results and Discussion
Results from the three final runs were submitted to COLIEE for
evaluation. Table 1 shows the official evaluation results with our
entries labeled UB_2025. It can be observed that our best perform-
ing in terms of the F1 score is the second run (run2.txt) where
we used summarized queries with un-summarized candidate case
documents and applied filtering. This gives an indication that sum-
marizing candidate documents (run3.txt) has a minor impact in
terms of improving performance in this task. Hence, it can be in-
ferred that the task can benefit more from finding better methods
to summarize query cases, especially when deploying traditional
IR methods for retrieval. Despite a high recall score, our first run
(run1.txt) is the worst performing in terms of overall performance,
highlighting the importance of results post-processing. These re-
sults align with findings from preliminary experiments, reinforcing
earlier observations that summarizing query cases based on signifi-
cant rhetorical roles can enhance retrieval performance as opposed
to using non-summary versions.

3https://pypi.org/project/writeprints/
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Table 1: COLIEE 2025 Case Law Retrieval Task 1 Results

Team File F1 Precision Recall

JNLP jnlpr&fe2.txt 0.3353 0.3042 0.3735
JNLP jnlpr&fe1.txt 0.3267 0.2945 0.3667
UQLegalAI uqlegalair3.txt 0.2962 0.2908 0.3019
UQLegalAI uqlegalair2.txt 0.2957 0.2903 0.3013
UQLegalAI uqlegalair1.txt 0.2940 0.2886 0.2996
NOWJ prerank_dense_bge-rerank_bge_ft_llm2vec_major_vote.txt 0.1984 0.1670 0.2445
AIIR Lab task1.aiirmpmist5.txt 0.2171 0.2040 0.2319
NOWJ prerank_dense_bge-rerank_bge_ft.txt 0.1708 0.1605 0.1825
AIIR Lab task1.aiircombmnz.txt 0.1879 0.2317 0.1580
AIIR Lab task1.aiirmpmist3.txt 0.1872 0.2308 0.1575
NOWJ prerank_dense_llm2vec_llama31_8b.txt 0.1580 0.1485 0.1688
JNLP jnlpfe1.txt 0.1597 0.1307 0.2052
OVGU task1_ovgu2.txt 0.1498 0.1743 0.1313
UB_2025 run2.txt 0.1363 0.1955 0.1046
UB_2025 run3.txt 0.1171 0.1818 0.0864
UB_2025 run1.txt 0.1051 0.0572 0.6379
SIL submission_sil_run_results.txt 0.0058 0.0054 0.0063
UA ua_run3.txt 0.0000 0.0000 0.0000
UA ua_run2.txt 0.0000 0.0000 0.0000
UA ua_run1.txt 0.0000 0.0000 0.0000
OVGU ignore_task1_ovgu1.txt 0.0000 0.0000 0.0000

6 Conclusion
In this paper, we present approaches we submitted towards the
COLIEE 2025 Case Law Retrieval Task 1. In an effort to enhance
performance, we adopted a strategy that focused on implementing
three key principles learnt from the literature, building structure
into the documents, text summarization, and post processing of
results. While our approaches did not reach expected performance,
they have provided valuable insights that can guide future improve-
ments. These include the need to further investigate the effective-
ness of adopting structuring, summarization, and advanced filtering
strategies, as well as identifying ways to enhance their effectiveness.
Hence going forward, we aim to conduct additional experiments
that incorporate advanced techniques such as transformer-based
models for role detection, and the use of semantic retrieval models.
We will further experiment with using different types of features,
varying role classes as well as pre and post filtering strategies such
as neural re-ranking. A failure analysis will also be needed to ex-
amine the impact of different combinations of components and
methods within our overall pipeline. This will help us to identify
potential weaknesses and thus allow us to refine our approach
towards attaining improved retrieval performance.
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Abstract
Statutory Article Retrieval (SAR) is a key technology for enabling
legal professionals and the general public to access relevant le-
gal information. However, accurately retrieving statutory articles
remains challenging due to the need to interpret the hierarchi-
cal organization of legal texts and the referential dependencies
among provisions. In particular, Japanese statutes exhibit multi-
level hierarchical structures, with lower-level articles often relying
on higher-level contextual assumptions, and frequently include ex-
plicit references to other articles. To address these challenges, we
propose a structure-aware retrieval method based on Graph Neu-
ral Networks (GNNs), designed for COLIEE 2025 Task 3, which
involves retrieving relevant articles from the Japanese Civil Code.
Our model, the Japanese Legal Graph Retriever (JLGR), represents
statutory structure as a directed graph and incorporates citation
information by recursively inlining referenced article texts into
citing articles. A GNN is applied to propagate contextual signals
across the graph, enriching article representations with structural
information. JLGR follows a two-stage retrieval architecture: a GNN-
augmented bi-encoder is used for efficient candidate retrieval, fol-
lowed by a cross-encoder that re-ranks top candidates via fine-
grained query–article interactions. We participated in the COLIEE
2025 formal run as Team INFA and evaluated our system on the of-
ficial Task 3 dataset using the F2 score as the primary metric. JLGR
ranked 3rd out of 8 teams and demonstrated superior performance
over contrastive learning baselines, confirming the effectiveness of
incorporating legal structure into article retrieval.

CCS Concepts
• Information systems → Retrieval models and ranking; •
Computingmethodologies→Neural networks; •Applied com-
puting → Law.

Keywords
Statutory Article Retrieval, Japanese Civil Code, Graph Neural Net-
works, Contrastive Learning, Reranking, Bi-Encoder, Cross-Encoder
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Figure 1: Conceptual illustration of hierarchical and referen-
tial dependencies in Japanese statute law. Blue circles repre-
sent structural units (ℎ𝑖 ), such as part, chapter, section, and
caption(treated as hierarchical due to its topical relevance).
Red squares denote statutory articles (𝑎𝑖 ). Solid arrows rep-
resent containment; dashed lines indicate omitted substruc-
tures. The red dotted arrow represents an inter-article refer-
ence; the purple dotted arrow indicates an implicit depen-
dency on a neighboring article. These dependencies illus-
trate challenges in interpreting articles in isolation. For for-
mal definitions of 𝑎𝑖 and ℎ𝑖 , see Sections 3.1 and 4.2.

1 Introduction
The Competition on Legal Information Extraction and Entailment
(COLIEE) is an annual shared task series aimed at advancing re-
search in legal information retrieval and textual entailment [7].
COLIEE has served as a benchmark since 2014 and now consists
of four subtasks: case law retrieval (Task 1), case law entailment
(Task 2), statute law retrieval (Task 3), and statute law entailment
(Task 4). Tasks 3 and 4 are based on the Japanese Civil Code and
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use questions from the Japanese bar exam. In Task 3, the focus of
this paper, participants must retrieve a subset of articles from the
Civil Code that are relevant to answering a legal question. Since
this retrieval serves as a preprocessing step for textual entailment
in Task 4, recall is emphasized, and the macro-averaged F2 score
is used as the official evaluation metric. COLIEE 2025 uses ques-
tions from the 2024 bar exam for evaluation. Recent years have
seen a variety of approaches to Task 3, including lexical retrieval
with BM25, dense retrieval with pretrained encoders, and hybrid
systems using large language models (LLMs) for reranking.

Beyond the competition setting, Task 3 corresponds to the broader
challenge of statutory article retrieval (SAR), which is a fundamen-
tal technology that enables legal professionals and general users to
efficiently access relevant legal information when faced with legal
issues. In SAR, a central task is to automatically identify all statu-
tory articles relevant to a given natural language query. However,
one of the challenges in SAR lies in the difficulty of accurately in-
terpreting legal provisions when read in isolation. Statutory texts,
particularly in Japanese statutes, often follow structural and con-
textual conventions that are not self-contained at the article level.
These challenges are rooted in the structural and semantic char-
acteristics of Japanese statutes. Figure 1 illustrates how statutory
articles are situated within a layered legal structure and intercon-
nected through both explicit and implicit dependencies. Such de-
pendencies complicate retrieval when articles are interpreted in
isolation. Notably, the following three elements are considered po-
tential factors that may affect retrieval performance.

(1) Dependence on hierarchical structure. Japanese statu-
tory articles are typically situated at the lowest level of a
layered legal structure composed of multiple levels such as
parts, chapters, sections, subsections, divisions, and captions;
a caption is not formally a structural element, but because
it often conveys important topical or contextual cues, we
treat it as part of the hierarchy in this work. Each level in
this hierarchy is assigned a heading or label that provides
a high-level semantic description of the legal content under
it. These hierarchical labels often play a crucial role in guid-
ing human interpretation and filtering of relevant articles,
and are therefore important context for retrieval models to
consider (Figure 2).

(2) Implicit dependencies on neighboring articles. Some
articles depend on preceding context, even without explic-
itly referring to other provisions [17]. These implicit depen-
dencies arise when an article relies on definitions or assump-
tions introduced earlier in the text. For example, Article 89
of the Japanese Civil Code states that “The ownership of nat-
ural fruits is acquired by the person entitled to obtain them
when they are separated from the original thing1.” How-
ever, the term “natural fruits (fructus naturales)” is not de-
fined within this article itself but in the preceding Article 88;
without reference to such contextual definitions, the scope
and interpretation of Article 89 remain ambiguous. This il-
lustrates that accurate understanding of certain provisions

1TheEnglish translations of statutory provisions cited in this paper are based on those
provided in the COLIEE Task 3 dataset. These translations are intended for research
purposes and may not always correspond to official or legally precise versions.

Figure 2: Hierarchical structure of Japanese statutory law.
Articles are nested within multiple structural levels such
as parts, chapters, sections, subsections, divisions, and cap-
tions. This layered structure provides crucial contextual
cues for interpretation.

Figure 3: Implicit dependencies between articles. Article
89 assumes the reader understands the term ”natural
fruits(fructus naturales),” which is defined in the preced-
ing Article 88. Such context-dependent interpretation poses
challenges for article-level retrieval.

requires prior contextual information embedded in neigh-
boring articles (Figure 3).

(3) Explicit inter-article references. Many articles include
direct references to other articles using expressions such
as “pursuant to the preceding Article” or “in accordance
with Article X.” These references form semantic dependen-
cies that spanmultiple articles.When a retrievalmodel treats
each article as an independent unit, such references may be
overlooked, leading to incomplete or incorrect retrieval out-
comes (Figure 4).
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Figure 4: Explicit references across articles. Article 291 di-
rectly refers to Article 166, and Article 290 to Article 289,
creating explicit semantic links that retrieval systems must
account for.

Developing retrievalmodels that explicitly capture these structural
and contextual aspects may help improve semantic alignment be-
tween queries and articles, thereby enhancing retrieval performance.

To address these challenges, recent studies have explored vari-
ous directions that are particularly relevant to this work. One ap-
proach involves leveraging graph-based retrievalmethods tomodel
structured relationships between legal provisions.

GraphNeural Networks (GNNs) have been employed in retrieval
systems to enhance document representations with relational sig-
nals. They are particularly effective in modeling complex struc-
tured text data by capturing relationships between words, docu-
ments, and corpus-level features. For example, Albarede et al. [2]
explored using Heterogeneous Graph Attention Networks for pas-
sage retrieval, incorporating contextual information to improve
relevance estimation. Similarly, Wang et al. [29] provide a survey
of GNN applications in text retrieval, highlighting their ability to
model document-level and corpus-level structures beyond surface-
level semantics. Several approaches have also explored hierarchi-
cal retrieval methods to better handle document structure. Liu et
al. [15] proposed Dense Hierarchical Retrieval (DHR), which gen-
erates passage representations that incorporate both document-
level semantics and passage-specific context.Wang et al. [30] intro-
duced a benchmark forDocument-Aware Passage Retrieval (DAPR),
addressing the limitations of passage retrievers that fail to consider
document context, and demonstrated that contextualizing passage
representationswith document information improves retrieval per-
formance on challenging queries. In the legal domain, G-DSR [17]

proposed a graph-augmented bi-encoder for statutory article re-
trieval, which encodes hierarchical dependencieswith aGNN. Specif-
ically, G-DSR constructs a document graph representing the hier-
archical structure of legislative texts and employs a GNN to learn
structure-aware embeddings that capture both the content of each
text unit and its position within the broader legislative framework.
This model demonstrated that incorporating statutory structure
can significantly improve semantic alignment between legal queries
and articles.

As a complementary strategy for improving retrieval performance,
many modern systems have adopted two-stage retrieval architec-
tures [14, 20]. Traditional sparse vector space models such as TF-
IDF [25] and BM25 [24] rely heavily on lexical overlap and suffer
from vocabulary mismatch [8]. To address these limitations, dense
retrieval methods have emerged, mapping queries and documents
into continuous vector spaces to enable semantically meaningful
matching. Unlike sparse vectors whose dimensionality depends on
vocabulary size, dense vectors capture semantic information in a
fixed-dimensional space.

The two-stage retrieval architecture, which combines the effi-
ciency of bi-encoders with the accuracy of cross-encoders, strikes a
balance between retrieval speed and ranking quality. A bi-encoder
encodes the query and each document separately into dense vec-
tors, typically using shared or analogous encoders, even across
heterogeneous inputs.This independent encoding enables efficient
retrieval via approximate nearest neighbor search. In contrast, a
cross-encoder jointly processes the query and each candidate doc-
ument by concatenating them and computing token-level interac-
tions through attention mechanisms, enabling more accurate re-
ranking at higher computational cost [1].This retrieve-then-rerank
approach has proven effective in large-scale settings.

The bi-encoder paradigm has evolved with advances in neural
representation learning, from early models like DSSM [9] to more
recent Transformer-based encoders [28] such as BERT [6] and Sentence-
BERT [23]. A particularly influential bi-encoder architecture is Dense
Passage Retrieval (DPR) [10], which introduced a dual-encoder frame-
work for open-domain question answering. DPR demonstrated that
dense retrievers trained solely on question–passage pairs can out-
perform sparse lexical models such as BM25. It has since laid the
foundation formany dense retrieval systems. Building on this, mul-
tilingual embedding models such as Multilingual E5 [31] extend
DPR-style training to over 100 languages and have achieved strong
performance in semantic search, bitext mining, and multilingual
retrieval tasks. For Japanese text, Ruri [26] is a general-purpose
embedding model that combines contrastive pre-training on LLM-
generatedQA andNLI datawith supervised fine-tuning using high-
quality Japanese datasets. It adopts a dual-encoder architecture
with knowledge distillation from a cross-encoder reranker and achieves
state-of-the-art performance on the Japanese Massive Text Embed-
ding Benchmark (JMTEB), surpassing multilingual models such as
Multilingual E5.

To bridge the gap between bi- and cross-encoder paradigms,
ColBERT [12] introduces a “late interaction” mechanism that en-
codes queries and documents into separate token-level embeddings
and compares them using a MaxSim operator. This multi-vector
design enables efficient token-level matching while allowing pre-
computation of document representations, achieving a favorable
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balance between retrieval accuracy and scalability. For Japanese
text retrieval, JaColBERTv2.5 [5] is a state-of-the-art multi-vector
retriever based on the ColBERT architecture. It employs late inter-
action via token-level MaxSim and is trained with knowledge dis-
tillation from strong cross-encoder teachers. Despite being trained
on only 40% of the data used by its predecessor, it achieves supe-
rior performance across standard Japanese retrieval benchmarks,
including MIRACL and JQaRA, while maintaining efficiency suit-
able for large-scale retrieval.

Building on this background, we propose the Japanese Legal
Graph Retriever (JLGR), a statutory article retrieval system sub-
mitted to Task 3 of the COLIEE 2025 competition. JLGR explic-
itly models the hierarchical structure and inter-article references
within Japanese statutes using a graph neural network (GNN). It
integrates structural context into article embeddings to improve se-
manticmatching.The system employs a two-stage retrieval pipeline,
inwhich a bi-encoder enhancedwithGNN-derived representations
is used for efficient initial retrieval, followed by a cross-encoder
that re-ranks the candidates to refine semantic relevance and im-
prove overall ranking quality. We evaluate JLGR on the COLIEE
2025 Task 3 formal run dataset using the official F2 score as the
main evaluation metric. Through comparison with baseline meth-
ods, we demonstrate the effectiveness of incorporating structural
information into statutory article retrieval.

2 Related Works
Structure-Aware Retrieval with GNNs. G-DSR [17] is a graph aug-

mented dense retriever for statutory article retrieval (SAR) that
explicitly models the hierarchical organization of legislative texts.
The motivation stems from the observation that legal articles are
rarely self-contained; their interpretation often relies on structural
context such as surrounding articles and section headings. G-DSR
enhances standard dense retrieval models by incorporating this
structural information into article embeddings via a graph neu-
ral network (GNN). The model architecture consists of two inde-
pendently trained components: (1) a dense statute retriever (DSR),
and (2) a legislative graph encoder (LGE). The DSR is a bi-encoder
model where both queries and statutory articles are embedded into
a shared semantic space. Due to article length exceeding typical
Transformer limits, articles are split into passages and processed
via a hierarchical encoder: each passage is encoded with a BERT-
based model, followed by a lightweight Transformer to integrate
inter-passage dependencies.Thefinal article embedding is obtained
by pooling over contextualized passage representations. Training
of DSR follows a contrastive learning framework that maximizes
similarity between positive query-article pairs while minimizing
it against sampled negatives. Negatives include both in-batch and
BM25-retrieved distractors. A domain-adaptive pretraining step is
also introduced, where the BERT encoder is further trained on
unlabeled statutory texts from the SAR domain. The legislative
graph encoder (LGE) enriches article embeddings using a GNN ap-
plied to a graph constructed from the hierarchical structure of law.
Nodes represent both section headings and articles, and edges re-
flect parent-child relationships within the statute. Initial node fea-
tures are computed using the article encoder, and the final node
embeddings are learned via a 3-layer GATv2 network [4]. Subgraphs

centered around training batch nodes are dynamically sampled
to reduce computational overhead. Experiments on the BSARD
dataset2 show that G-DSR achieves state-of-the-art performance
and that structural modeling via GNN contributes significantly to
retrieval effectiveness. Our work builds on this idea and further
incorporates inter-article references not modeled in G-DSR.

Dense Retrieval. Multilingual E5(mE5) [31] is a family of mul-
tilingual embedding models trained under a two-stage contrastive
learning framework, designed to produce general-purpose text em-
beddings for tasks such as retrieval, classification, and clustering.
Among its variants, we utilize e5-multilingual-base in thiswork
as our first-stage retriever, as it offers a well-balanced trade-off
between performance and efficiency, supports Japanese, and was
publicly available before the COLIEE 2025 cutoff.

In the first stage of training, mE5 undergoes weakly supervised
contrastive pre-training on approximately 1 billion multilingual
text pairs, constructed from a wide range of sources. The mixture
includes Wikipedia (150M), mC4 (160M) [32], CC-News (160M)3,
NLLB translations (160M) [19], Reddit comment-response pairs (160M)4,
S2ORC citation links (50M) [16], StackExchange QA pairs (50M)5,
and others. These pairs are used to optimize an InfoNCE loss [27]
with large in-batch negatives (batch size 32k), encouraging seman-
tically similar sentences across languages to be embedded closely
in the vector space. In the second stage, mE5 is supervisedly fine-
tuned on around 1.6 million labeled query-document pairs drawn
from retrieval andQAbenchmarks such asMS-MARCO [3], SQuAD [11],
and others. Fine-tuning includes mined hard negatives and knowl-
edge distillation from a cross-encoder teacher model. A particu-
larly noteworthy variant, mE5-large-instruct, is trained on an
extended dataset of 500k synthetic examples generated by GPT-
3.5/4 [21, 22]. These examples include natural language instruc-
tions describing the task, enabling better generalization in zero-
shot andmultilingual settings. mE5models outperform priormulti-
lingual baselines on benchmarks such as MTEB [18], MIRACL [33],
and BUCC [34]. In this work, we adopt mE5-base to encode le-
gal questions and statutory articles into a shared embedding space,
leveraging both multilingual training and instruction tuning.

Japanese-Specific Reranking. To enhance ranking precision be-
yond the bi-encoder stage, cross-encoder architectures have been
widely adopted for reranking due to their ability to model rich
interactions between query and document. For Japanese retrieval
scenarios, recentwork has explored language-specific cross-encoders,
such as japanese-reranker-cross-encoder-large-v16.
This model is based on a 24-layer multilingual BERT encoder with
a hidden size of 1024 and is fine-tuned for (query, document) rele-
vance scoring using a full cross-encoding architecture. Unlike prior
Japanese rerankers such as JaColBERTv2.5 [5], which adopt late in-
teraction mechanisms, this model performs dense cross-attention
over the concatenated input pair to directly compute relevance
scores. Training data spans a variety of domains including legal, en-
cyclopedic, and web search contexts, drawn from Japanese QA and

2https://huggingface.co/datasets/maastrichtlawtech/bsard
3https://commoncrawl.org/blog/news-dataset-available
4https://www.reddit.com/
5https://stackexchange.com/
6https://huggingface.co/hotchpotch/japanese-reranker-cross-encoder-large-v1
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retrieval datasets such as JQaRA, JSQuAD, JaQuAD, Mr.TyDi, MIR-
ACL [33], and quiz-style datasets. Positive and hard negative pairs
were mined using a combination of BM25 and multilingual embed-
ding models (e.g., mE5-large), selecting semantically similar yet
factually incorrect passages via reciprocal rank fusion. The model
is optimized with a cross-entropy loss that encourages the correct
(query, document) pair to score higher than a set of hard negatives
(up to 63 per query). It was trained in two stages: initial training
on noisy synthetic and mined positives, followed by fine-tuning
on higher-quality curated datasets. This reranker achieves strong
performance on Japanese benchmarks such as JQaRA (nDCG@10:
0.7099) and JaCWIR (MAP@10: 0.9364), demonstrating its effec-
tiveness in both open-domain and legal retrieval scenarios.

3 Task Description
3.1 Statute Law Retrieval Task
Task 3 of the COLIEE 2025 competition is a statute law information
retrieval task. The objective is to retrieve an appropriate subset
of articles from the Japanese Civil Code to support an entailment
judgment regarding a given legal query.

Let𝑄 = {𝑞𝑖 }𝑁𝑖=1 denote the set of legal queries derived from bar
exam questions, and let A = {𝑎 𝑗 }𝑀𝑗=1 be the full set of statutory ar-
ticles. For each query 𝑞 ∈ 𝑄 , letA+

𝑞 ⊂ A denote the gold-standard
subset of relevant articles such that:

Entails(A+
𝑞 , 𝑞) or Entails(A+

𝑞 , not 𝑞)
In other words, the following types of articles are considered

relevant:
• Articles that independently entail a Yes/No judgment.
• Articles that contribute jointly with others to such a judg-

ment.
• Articles that appear in at least one subset whose combined

meaning entails the query or its negation.

3.2 Evaluation Metrics
TheCOLIEE formal run evaluation adopts a cross-year setting, where
past Japanese legal examination problems are used as training data
and the most recent year’s problems serve as the test set.

For each query 𝑞 ∈ 𝑄 , we define:
• R𝑞 ⊂ A: the set of articles retrieved by the system;
• rank𝑞 : the position of the first relevant article (i.e., any 𝑎 ∈
A+

𝑞 ) in the ranked list of R𝑞 .
Each metric is computed per query and then macro-averaged

across 𝑄 .
• Precision:

Precision(𝑞) =
|R𝑞 ∩ A+

𝑞 |
|R𝑞 |

This measures the proportion of retrieved articles that are
relevant.

• Recall:

Recall(𝑞) =
|R𝑞 ∩ A+

𝑞 |
|A+

𝑞 |
This measures the proportion of relevant articles that have
been successfully retrieved.

• F2 Score:

𝐹2 (𝑞) =
5 · Precision(𝑞) · Recall(𝑞)
4 · Precision(𝑞) + Recall(𝑞)

The F2 score weights recall more heavily than precision, re-
flecting the importance of retrieving all relevant articles.

• Mean Reciprocal Rank (MRR):

MRR =
1
|𝑄 |

∑
𝑞∈𝑄

1
rank𝑞

This metric evaluates the rank position of the first correct
result in the system’s ranked output.

In practice, all of the above metrics can also be evaluated at a
fixed cutoff 𝑘 , such as Precision@𝑘 , Recall@𝑘 , 𝐹2@𝑘 , or MRR@𝑘 ,
based on the top-𝑘 ranked articles.This reflects a realistic setting in
which only the top few retrieved results are considered for down-
stream reasoning.

Top-𝑘 retrieval is performed using a bi-encoder with a vector-
based similarity measure, such as cosine or dot product. The re-
trieved candidates are then reranked or filtered using a cross-encoder
for more accurate scoring. Additional metrics such as Mean Aver-
age Precision (MAP) and R-precision may also be used for further
analysis, although they are not officially considered in the formal
evaluation of Task 3.

4 Method
This section presents the architecture and training procedure of the
Japanese Legal Graph Retriever (JLGR), a two-stage retrieval frame-
work designed to capture the hierarchical and referential struc-
ture of Japanese statutory law. JLGR models legal articles within
a multi-level legislative hierarchy using a graph neural network
(GNN), enabling structural information to be integrated into arti-
cle representations. In the first stage, a bi-encoder is trained via
contrastive learning to generate initial article embeddings, which
are then refined through GNN-based propagation for structure-
aware retrieval. The second stage re-ranks the top-𝑘bi candidates
using a cross-encoder to produce the final top-𝑘cross predictions.
An overview of the architecture is shown in Figure 5.

4.1 Dataset Construction
As defined in Section 3, the task requires retrieving a subset of
relevant articles A+

𝑞 ⊂ A for each query 𝑞 ∈ 𝑄 . To this end, we
construct query–article pairs for supervised training using both
positive and negative labels:

• Positive samples: Articles 𝑎+ ∈ A+
𝑞 that are labeled as

relevant to the query 𝑞
• Negative samples: Articles 𝑎− ∈ A−

𝑞 ⊂ A \ A+
𝑞 , sampled

using:
– BM25-based negatives: top-ranked articles by lexical simi-

larity (i.e., hard negatives), excluded from the ground truth
– In-batch negatives: positive articles fromother querieswithin

the same training batch
Here, A−

𝑞 denotes a subset of non-relevant articles for query
𝑞, constructed as a mixture of BM25-based hard negatives and in-
batch negatives.
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Figure 5: Overall architecture of the Japanese Legal Graph Retriever (JLGR). The system follows a two-stage retrieval frame-
work. Stage 1: GNN-Augmented Retrieval uses a bi-encoder enhanced with graph-based propagation over a legislative graph
to independently encode queries and statutory articles. Each article is recursively inlined with citation content and hierarchi-
cally encoded to obtain initial embeddings, which are then further refined via GNN-based propagation. Top-𝑘bi candidates are
retrieved based on cosine similarity. Stage 2: Reranking applies a cross-encoder to re-rank the retrieved candidates, and the
top-ranked article(s) exceeding a threshold are selected as final predictions, optimized for the F2 score.

4.2 Graph Construction
To incorporate the hierarchical structure of the Civil Code, we con-
struct a directed graph

𝐺 = (𝑉 , 𝐸)
where:

• 𝑉 is the set of nodes representing both statutory articles and
structural units:

𝑉 = A ∪H

Here, A denotes the set of statutory articles, and H is the
set of structural units defined in the Civil Code, such as:

H =

{
part, chapter, section,

subsection, division, caption

}
Each ℎ𝑖 ∈ H represents a heading in the statutory hierar-
chy.

• 𝐸 ⊆ 𝑉 ×𝑉 is the set of directed edges representing hierarchi-
cal relations. Edges are defined based on structural contain-
ment and parent–child relationships among nodes. Specifi-
cally:
– For structural nodes ℎ𝑖 , ℎ 𝑗 ∈ H :

(ℎ𝑖 , ℎ 𝑗 ) ∈ 𝐸 if ℎ𝑖 is the immediate parent of ℎ 𝑗

– For statutory article nodes 𝑎 ∈ A and their enclosing
structural unit ℎ ∈ H :

(ℎ, 𝑎) ∈ 𝐸 if statutory article 𝑎 is contained within structural unit ℎ

The graph 𝐺 is constructed by parsing structural metadata associ-
ated with each statutory article and instantiating edges that reflect
the Civil Code’s hierarchical organization.

In this study, we do not explicitly represent citation links as
edges in the graph structure. While our framework is in princi-
ple capable of modeling such references as directed edges between
statutory article nodes, we refrain from incorporating them at this
stage due to the lack of a reliable estimation of their structural
and computational impact. In particular, it remains an open ques-
tion whether the citation graph would introduce cycles or signifi-
cantly increase the graph’s connectivity and propagation complex-
ity. Instead, we choose a simpler yet effective strategy: integrat-
ing citation information directly into the input text of each article
node. For each article 𝑎𝑖 , we append the textual content and struc-
tural headings of its cited articles {𝑎 𝑗 }, recursively resolving ref-
erences via topological sorting of the citation graph. This ensures
that multi-level references (e.g., “Article 25” referencing “Article
24”, which in turn references “Article 23”) are consistently inlined
in a contextually coherent order.

Each node 𝑣 ∈ 𝑉 is initialized with an embedding vector h(0)𝑣 ∈
R𝑑 . For article nodes, embeddings are obtained using the article
encoder trained via contrastive learning in Phase 1 (see Section 4.5).
For structural nodes, we apply the same encoder to their associated
textual labels (e.g., section headings).

4.3 Graph-Augmented Bi-Encoder
JLGR employs a bi-encoder architecture, in which queries and arti-
cles are encoded independently into a shared semantic space. The
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article encoder is further enhanced with graph-based propagation
to incorporate structural context from the legislative graph𝐺 , while
the query encoder operates independently of graph structure.

Query encoding. Each query 𝑞 ∈ 𝑄 is mapped to an embedding
vector by a transformer encoder:

q = 𝑓query (𝑞) ∈ R𝑑

Article encoding. Each article 𝑎 ∈ A is first encoded by a trans-
former:

h(0)𝑎 = 𝑓article (𝑎) ∈ R𝑑

We adopt a hierarchical article encoder to handle long statu-
tory articles that exceed the input limit of base transformer mod-
els. Each article is segmented into textual units (e.g., sentences or
clauses), which are independently encoded and then aggregated
using a transformer-based model over segment-level embeddings.
This enables the encoder to capture both intra-segment semantics
and higher-level structural coherence.

We apply 𝐿 layers of graph attention network (GATv2) propa-
gation:

h(𝑙+1)𝑣 = 𝜎
©­«

∑
𝑢∈N(𝑣)

𝛼
(𝑙 )
𝑢𝑣 W

(𝑙 )h(𝑙 )𝑢
ª®¬

where 𝛼
(𝑙 )
𝑢𝑣 is a learned attention coefficient, W(𝑙 ) is a trainable

weightmatrix, and𝜎 is a non-linear activation function (e.g., ReLU).
The final article embedding is:

z𝑎 = h(𝐿)𝑎

Similarity computation. The similarity between a query and ar-
ticle is measured by cosine similarity:

𝑠bi (𝑞, 𝑎) =
q⊤z𝑎

∥q∥ · ∥z𝑎 ∥

4.4 Training Strategy
To improve training stability and enable effective integration of
structural information, we adopt a two-phase training strategy:

• Phase 1: Initial Contrastive Training. We train the bi-
encoder without graph structure using contrastive learning
with InfoNCE loss (Section 4.5).

• Phase 2: Graph-Based Fine-Tuning. Using the article en-
coder fromPhase 1, we initialize node embeddings and jointly
train the encoder and GNN over the legislative graph using
the same contrastive objective.

4.5 Contrastive Learning
The bi-encoder is trained with contrastive learning using the In-
foNCE loss:

L = − log
exp(𝑠bi (𝑞, 𝑎+)/𝜏)

exp(𝑠bi (𝑞, 𝑎+)/𝜏) +
∑
𝑎−∈A−

𝑞
exp(𝑠bi (𝑞, 𝑎−)/𝜏)

where 𝜏 is a temperature hyperparameter. The article encoder, in-
cluding the GNN layers, is trained end-to-end as part of this objec-
tive.

After training, the bi-encoder is used to retrieve the top-𝑘bi can-
didates based on dense similarity scores. We fix 𝑘bi = 100 to match

the top-100 submission format used in COLIEE and to ensure that
rerankingwith the cross-encoder remains computationally efficient.

4.6 Cross-Encoder Reranking
The top-𝑘bi articles retrieved by the bi-encoder are re-ranked using
a cross-encoder:

𝑠cross (𝑞, 𝑎) = CrossEncoder(𝑞, 𝑎)

An article is predicted as relevant if:

predict(𝑞, 𝑎) = I[𝑎 ∈ Top-𝑘cross (𝑞) ∧ 𝑠cross (𝑞, 𝑎) ≥ 𝜃 ]

The threshold 𝜃 and the number of final outputs 𝑘cross were se-
lected based on validation performance. Specifically, we performed
a grid search over the (𝑘cross, 𝜃 ) space after re-ranking tomaximize
the F2 score.

5 Experiments
5.1 Setting
We follow the official evaluation setting of COLIEETask 3, inwhich
training and test data are drawn from disjoint years. Specifically,
we conducted two patterns of experiments, R06 (formal run) and
R05 (previous year’s formal run): we train on legal questions and
articles from 18 yearly sets spanning from H18 to R04 (1097 ques-
tions), use R05 (109 questions) for development evaluation, and
evaluate on R06 (105 questions) as the official test set for the COL-
IEE 2025 formal run. The R06 test set was released with gold an-
notations, which allows us to perform a fair local evaluation of all
baseline models for comparison with our submitted system. The
primary evaluation metric is the F2 score, which emphasizes recall
over precision. We also report Precision, Recall, and Mean Recip-
rocal Rank (MRR).

5.2 Baselines
We compare JLGR against several representative retrieval methods,
including both lexical and dense approaches. All dense retrieval
baselines usemE5,which refers to intfloat/multilingual-e5-base7,
to encode both queries and articles.We evaluate both the pretrained
model and variants fine-tuned with contrastive learning, with and
without graph structure.

• BM25: A lexical retrieval baseline implemented using Elas-
ticsearch8 with default parameters.

• mE5 (pretrained): Bi-encoder retrieval using mE5 without
any task-specific fine-tuning. This represents a strong off-
the-shelf baseline.

• mE5 (contrastive): mE5 fine-tuned on the COLIEE train-
ing set using contrastive learning with BM25-based and in-
batch negatives. No graph structure is used.

• JLGR (without reranking): The bi-encoder model trained
with contrastive learning and further enhanced with GNN-
based propagation over the legislative graph, but without
reranking via cross-encoder. This corresponds to Phase 2 in
JLGR, excluding the second-stage reranking.

7https://huggingface.co/intfloat/multilingual-e5-base
8https://www.elastic.co/elasticsearch
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• JLGR (ours) (INFA): A GNN-augmented bi-encoder model
that incorporates hierarchical and referential structure from
a legislative graph. The encoder is first trained using con-
trastive learning, then fine-tuned with graph-based propa-
gation via GATv2 layers over the statutory graph. Then, the
top-𝑘bi candidates retrieved by the bi-encoder are re-ranked
using a cross-encoder, and the top-𝑘cross predictions above
a threshold 𝜃 are selected as final outputs.
For reranking, we use the Japanese-specific cross-encoder
japanese-reranker-cross-encoder-large-v1 introduced
in Related Work.

5.3 Implementation Details
WeusemE5 as our bi-encodermodel for encoding both queries and
statutory articles, in order to enable a fair comparison with base-
linemethods that also rely on the same encoder.The associated tok-
enizer is based on xlm-roberta-base9 and uses sentencepiece [13].
Following G-DSR [17], we adopt a hierarchical encoding scheme,
where article segments are first encoded using mE5 and then ag-
gregated via mean pooling over segment embeddings. Here, a seg-
ment refers to a contiguous span of the article text, such as a sen-
tence or paragraph, that does not exceed the model’s maximum
input length of 512 tokens. Each segment is independently passed
through the samemE5 encoder, and its embedding is defined as the
[CLS] token output corresponding to that segment. This hierarchi-
cal approach enables encoding of long articles that exceed the in-
put length limitation of Transformer-based models while preserv-
ing fine-grained semantic representations. The contrastive variant
is trained using the InfoNCE loss with BM25-based hard negatives
and in-batch negatives. JLGR augments this model with a GATv2-
based GNN applied to a graph constructed from statutory hierar-
chy and inter-article citations.

Graph nodes are initialized using the encoder trained in Phase
1. Hierarchical edges are derived from structual units such as part,
chapter, and section to reflect the statutory structure. Citation in-
formation is incorporated by recursively concatenating the texts
of referenced articles into the citing article, based on citation men-
tions detected using regular expressions that match both absolute
references (e.g.,“Article 25”) and relative expressions (e.g.,“the
previous two articles”), as well as article ranges (e.g., “Articles
25 to 27”) and multiple references (e.g., “Articles 12 and 15”).

For final prediction, we fixed the number of initial candidates
retrieved by the bi-encoder to 𝑘bi = 100. We then performed grid
search over the number of cross-encoder outputs𝑘cross ∈ {1, . . . , 10}
and prediction threshold 𝜃 ∈ {0.0, 0.1, . . . , 1.0} using the R05 vali-
dation set.This search indicated that selecting only the top-1 reranked
article without applying a threshold (𝑘cross = 1, 𝜃 = 0.0) yielded
the highest F2 score.

Training is performed using the AdamW optimizer with a learn-
ing rate of 2 × 10−5, batch size of 16, and early stopping based on
validation F2 score. The temperature parameter 𝜏 of the InfoNCE
loss is set to 0.1, and ReLU is used as the non-linear activation func-
tion in the GATv2 layers. Inputs are truncated to 512 tokens for
articles and 256 tokens for queries. All experiments are conducted
on an NVIDIA A100 GPU (40GB VRAM).

9https://huggingface.co/FacebookAI/xlm-roberta-base

Table 1: Evaluation results on COLIEE Task 3 (R05 test set,
2024)

Model F2 Precision Recall MRR
BM25 0.5642 0.3716 0.6606 0.6864
mE5 (pretrained) 0.4587 0.4954 0.4541 0.5173
mE5 (contrastive) 0.6162 0.6881 0.6055 0.7769
JLGR (w/o* reranking) 0.6162 0.4174 0.7156 0.7599
JLGR (ours) (INFA) 0.5944 0.6271 0.5902 0.7039

* w/o = without

Table 2: Locally evaluated results onCOLIEETask 3 (R06 test
set)

Model F2 Precision Recall MRR
BM25 0.5901 0.6081 0.5878 0.7782
mE5 (pretrained) 0.5556 0.5676 0.5541 0.7214
mE5 (contrastive) 0.6592 0.6892 0.6554 0.8415
JLGR (w/o* reranking) 0.6126 0.3920 0.7230 0.8066
JLGR (ours) (INFA) 0.6474 0.7179 0.6389 0.8337

* w/o = without

5.4 Results
Evaluation on R05. In our method, the number of candidates re-
trieved by the bi-encoder was fixed at 𝑘bi = 100. For the cross-
encoder reranking stage, we tuned the prediction threshold 𝜃 and
the number of final outputs 𝑘cross on the R05 set. For each model,
we report the performance on the R05 set using the hyperparame-
ter configuration that yielded the highest F2 score on that model,
independently tuned per model. In contrast, JLGR used a fixed con-
figuration of 𝑘cross = 1 and 𝜃 = 0.0 for the R06 formal run, based
on the R05 validation results.

Table 1 shows that JLGR significantly outperforms all baselines
on this dataset.

Local evaluation on R06. We then evaluate our model and
baselines on the R06 test set, which was used in the COLIEE 2025
formal run. The baselines are re-evaluated locally using our imple-
mentation, while JLGR corresponds to the formal run submission.

Official evaluation results. We submitted JLGR as our formal
run to the COLIEE 2025 Task 3 competition. As shown in Table 3,
our team INFA ranked 3rd out of 8 participating teams based on
the official F2 score, demonstrating the competitiveness of ourmethod
in the blind evaluation setting.

6 Discussion
JLGR (without reranking), which applies graph-based propagation
without a second-stage cross-encoder, and mE5 (contrastive), a bi-
encoder model fine-tuned with contrastive learning on the COL-
IEE training set, achieved the same F2 score in the R05 evalua-
tion, though their retrieval behaviors differ notably. While mE5
(contrastive) exhibited strong early ranking performance, as evi-
denced by the highest MRR, JLGR (without reranking) retrieved a
broader range of relevant articles, achieving the highest recall, by
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Table 3: Best-performing submitted run per team on COL-
IEE Task 3 (2025 formal run)

Team F2 Precision Recall
JNLP_RUN1 0.8365 0.8037 0.8744
CAPTAIN.H2 0.8301 0.8333 0.8516
INFA 0.6917 0.7671 0.6826
mpnetUAIIRLab 0.6674 0.3562 0.8858
OVGU3 0.6041 0.6347 0.6142
UIwa 0.5816 0.5856 0.5890
UA-gte 0.2540 0.0.0986 0.4361
NOWJ.H1 0.0137 0.0137 0.0137

leveraging the structural organization of statutes through graph-
based propagation. In our ablation experiments on the R05 test
set, we found that JLGR (without reranking) yields the highest
recall but suffers from a significant drop in precision. Introduc-
ing a cross-encoder reranker helps recover precision by reordering
top-𝑘 candidates based on fine-grained semantic matching, result-
ing in more balanced performance. Our current reranking module
uses a general-purpose Japanese cross-encoder model, specifically
japanese-reranker10, which was trained on a mixture of web
and QA data and has demonstrated strong performance in gen-
eral Japanese QA tasks. However, it has not yet been fine-tuned on
statutory article retrieval, and its effectiveness in this domain re-
mains to be fully validated. Despite the slight drop in F2 score com-
pared to the version without reranking, we adopted JLGR (with
reranking), which applies a cross-encoder reranking stage and was
submitted to the COLIEE 2025 formal run to reduce false posi-
tives and improve the semantic quality of final outputs. Although
the reranked JLGR shows slightly lower recall and precision than
mE5 (contrastive), we argue that its structure-aware design and
balanced performance better alignwith the legal reasoning required
for statutory retrieval. We anticipate that in-domain fine-tuning of
the reranker will further close this gap while maintaining the in-
terpretability and extensibility benefits of the JLGR framework.

The current model retrieves articles based on semantic embed-
dings and does not fully address the lexical or conceptual gap that
often exists between user queries and statutory expressions. For ex-
ample, a user querymight use colloquial terms such as “apartment”,
while legal statutes may describe the same concept using formal
terminology such as “leased property”. JLGR partially mitigates
this mismatch through structural propagation via section headers
and captions, but surface-level variations are not always captured.
To address this, combining JLGR with traditional retrieval models
that support lexical signals such as keyword overlap or synonym
expansion may be effective. For instance, hybrid systems that in-
corporate BM25-style scoring could complement the dense model
by recovering articles matched through surface-level cues. Build-
ing on this, large language models (LLMs) may further enhance
such hybrid systems by enablingmore flexible, context-aware query
expansion. For example, LLMs can dynamically rephrase user queries

10This refers to themodel hotchpotch/japanese-reranker-cross-encoder-large-v1
.

or generate paraphrases that bridge the abstraction gap between
user intent and statutory language.

Another avenue for improvement lies in the representation of
referential information. In the current system, references to other
articles are incorporated into the citing article’s text via recursive
inlining, and only the citing article is represented as a node in the
graph. However, this approach flattens the structural distinction
between citing and cited content, potentially limiting the granular-
ity of information propagation. In future work, we plan to model
referenced articles as independent nodes in the legislative graph
and connect them explicitly to the citing articles. This will allow
the GNN to learn from both hierarchical and referential structures
in a unified way, and enable finer-grained control over how inter-
article dependencies influence article representations.

A related design question concerns the role of caption nodes
in the legislative hierarchy. In JLGR, captions, which are textual
headings placed directly above individual articles, are treated as
structural units and included as nodes in the graph. This decision
is motivated by the observation that captions often convey topi-
cal or contextual cues that are directly relevant to interpreting the
articles beneath them, especially in statutory texts where individ-
ual provisions may be terse or highly abstract. One alternative de-
sign would be to concatenate caption text directly into the article
content during input preprocessing, thereby allowing transformer
encoders to access that information locally. However, such treat-
ment flattens the structural distinction between the article and its
contextual heading, and makes it difficult for the model to general-
ize structural patterns or aggregate signals across articles sharing
the same caption. By contrast, representing captions as separate
nodes preserves their identity and enables GNN-based propaga-
tion of context in a structured, compositional manner. This allows
caption information to be shared across multiple connected arti-
cles and contributes to the formation of topic-aware clusters in the
graph. Nonetheless, caption nodes introduce additional hops be-
tween articles, which may dilute signal propagation or complicate
attention-based aggregation. Future work should empirically eval-
uate the trade-offs between textual inlining and explicit structural
modeling, for example, by comparing retrieval performance under
different configurations or selectively weighting caption-related
edges.

Finally, while this study focused on Japanese civil law, the pro-
posed approach is general and could be extended to other statutory
systems with similar hierarchical and referential structure.

7 Conclusion
We presented JLGR, a graph-enhanced bi-encoder model for statu-
tory article retrieval. JLGR encodes the hierarchical structure of le-
gal documents as a graph and incorporates inter-article references
by recursively concatenating cited texts into the input text of each
article. Graph neural networks are applied to enrich article embed-
dings with structural context derived from statutory organization.
Experiments on COLIEE Task 3 show that JLGR (with reranking)
combines a structure-aware retriever based on GNNs, capable of
high recall, with a cross-encoder reranker to offer a balanced alter-
native to existing lexical and dense retrieval models. Specifically,
the submitted JLGR system achieved an F2 score of 0.6474 on the

35



COLIEE 2025, June 20, 2025, Chicago, USA Mizuno et al.

R06 test set in the formal run, and 0.5944 on the R05 test set used for
development evaluation.While its precision and recall on R05were
slightly lower than those of a contrastively fine-tuned bi-encoder
baseline based on mE5, JLGR provides a more interpretable and
recall-oriented retrieval strategy grounded in statutory structure.
These results highlight the potential of structure-aware modeling
for improving retrieval in legal and other structurally organized
text domains. Future work includes in-domain fine-tuning of the
reranker, incorporation of LLM-based components such as query
rewriting and hybrid scoring, and application to other hierarchi-
cally structured document collections.
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Abstract
The legal domain poses unique challenges for information ex-
traction and reasoning due to the intricate structure and domain-
specific language of legal texts. To address these challenges, our
team, CAPTAIN, leverages recent advances in Large Language Mod-
els (LLMs) to enhance legal information processing within the scope
of the COLIEE 2025 competition. We participate in four tasks: Legal
Case Entailment (Task 2), Statute Law Retrieval (Task 3), Legal
Textual Entailment (Task 4), and Legal Judgment Prediction for
Japanese Tort Law (Pilot Task). Our approach harnesses the inter-
pretive power of LLMs to analyze and summarize complex legal
documents, uncover semantic relationships between legal cases and
relevant statutes, and perform contextual reasoning. By leveraging
diverse prompting techniques, our approach effectively uncovers
implicit relationships between legal cases and their correspond-
ing statutes, thereby enhancing both interpretability and accuracy.
Experimental results demonstrate the strength of our method: it
achieved first place in the Tort Prediction sub-task of the Pilot Task,
and second place in both the Legal Statute Law Retrieval and Ratio-
nale Extraction sub-tasks, confirming the potential of LLM-based
approaches in legal AI.

CCS Concepts
• Computing methodologies→ Neural networks; • Applied
computing → Law.
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1 Introduction
The rapid advancement of artificial intelligence (AI) has opened
new frontiers in the legal domain, where the intricate nature of
legal data—marked by its complexity, formality, and specialized
terminology—poses significant challenges for automated systems.
Efforts to bridge this gap have given rise to initiatives like the Com-
petition on Legal Information Extraction and Entailment (COLIEE)
competition, an annual event designed to push the boundaries of
AI in processing legal documents. By focusing on both case law
and statute law, COLIEE encompasses a range of tasks that test the
capabilities of machine learning and natural language processing
techniques in two core areas: retrieval and entailment. These tasks
simulate real-world legal practices, such as identifying precedent
cases or statutory provisions and determining their relevance or
logical implications for specific legal queries. As AI continues to
evolve, competitions like COLIEE highlight the potential for tech-
nology to assist legal professionals and underscore the need for sys-
tems that can navigate the nuanced reasoning and domain-specific
knowledge inherent in the practice of law. COLIEE has become
a prominent benchmark for driving progress in legal information
processing and retrieval. It features a series of tasks organized into
two main categories: legal document retrieval and legal entailment.
In detail, Task 1 (Legal Case Retrieval) focuses on a fundamental
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aspect of legal work: finding precedent cases that support a given
legal argument. This task plays a critical role not only in helping
lawyers build persuasive arguments but also in guiding judicial
decision-making. Task 2 (Legal Case Entailment) also deals with
case law but requires models to identify specific paragraphs that
support the outcome of a case, placing greater emphasis on legal
reasoning and interpretive skills. Task 3 (Statute Law Retrieval)
and Task 4 (Legal Textual Entailment) extend these challenges to
the domain of statute law, which involves written laws and codes.
Mirroring the structure of Tasks 1 and 2, Task 3 aims to retrieve
relevant statutory provisions, while Task 4 tests a model’s ability
to determine whether a legal statement is entailed or contradicted
by those provisions. While Tasks 1 and 3 focus on retrieval and
can serve as groundwork for Tasks 2 and 4, they are not strict pre-
requisites. Each task can be tackled independently, reflecting the
complementary yet distinct nature of legal retrieval and entailment.

In 2025 the Pilot Task (LJPJT25) is introduced by COLIEE orga-
nizers. This task focuses on civil case judgments related to torts,
specifically under Article 709 of the Japanese Civil Code. According
to Japanese law, a tort refers to an intentional or negligent violation
of someone’s rights or legal interests that results in harm or loss to
the plaintiff. In today’s digital society, torts are increasingly rele-
vant in online disputes, such as defamation or privacy violations on
social media platforms. This task offers a controlled environment
for researchers to explore techniques using authentic judicial case
data from Japanese courts.

We approach the four tasks by leveraging large language models
(LLMs) in distinct ways. For Task 2, we employ robust retrieval
models, including MonoT5 [19] and BGE [4], experimenting with
prompting techniques under both settings instruction fine-tuning
and in-context learning LLMs to refine the candidate in the retrieval
stage. In Task 3, we propose a three-stage pipeline that leverages
advanced zero-shot retrieval, reranking and selection techniques
using large language models (LLMs). Task 4’s methodology focuses
on leveraging LLMs to understand causal relationships in law ar-
ticles for synthetic data generation. The goal is to enhance both
the size and quality of the dataset, thereby improving entailment
fine-tuning. Lastly, for the Pilot Task, we propose a method that
leverages a fine-tuned large language model (LLM) to perform both
Tort Prediction (TP) and Rationale Extraction (RE).

The remainder of the paper is organized as follows: Section
2 provides the background for four tasks. Section 3 details the
technical methodology, followed by Section 4, which presents the
experimental results. Lastly, Section 5 concludes the paper with
a summary of key findings and a discussion of potential future
directions.

2 Related works
Task 2. In the 2021 COLIEE competition, the winning team NM

[21] explored models such as DeBERTa, MonoT5, and MonoT5 in
a zero-shot setting, and submitted an ensemble of MonoT5 and
DeBERTa. Meanwhile, the UA team [11] fine-tuned a BERT model
using the official training set. In 2022, NM secured first place again
by combining outputs from a fine-tuned MonoT5 and a zero-shot
MonoT5 approach [20]. The JNLP team [1] placed second with a

multi-faceted system involving three runs: score fusion from Legal-
BERT and BM25, Abstract Meaning Representation (AMR) to match
key terms between queries and paragraphs, and an interaction-
based method that integrates top candidates from LegalBERT and
AMR + BM25. In 2023, the CAPTAIN team [16] achieved state-of-
the-art results by fine-tuningMonoT5 using hard negative sampling
and applying ensemble techniques. The THUIR team [13] employed
lexical baselines (BM25 and QLD), fine-tuned language models with
contrastive loss, and combined these scores through ensembling for
final predictions. In COLIEE 2024, the AHMR team [18] proposed
two approaches: (1) fine-tuning a LegalBERT [3] model using triplet
loss [22] on the official training data for task 2, and (2) fine-tuning a
MonoT5 [19], pre-trained on MSMARCO [17], utilizing hard nega-
tive samples, selected via BM25 and an alternative MonoT5 variant.

Task 3. This task involves ranking articles from the Japanese
Civil Code and selecting the most relevant statutes for a given legal
case. Cases generally fall into two categories: those querying caus-
es/results, or those seeking penalty frames. A variety of methods
have been applied in recent years. In 2020, LLNTU [23] led with an
ensemble of BERT models. The 2021 winner, OvGU [25], applied
several BERT variants and introduced Sentence-BERT-based data
augmentation. In 2022, HUKB [29] won by augmenting the statute
corpus with modified articles and judicial interpretations to better
align with query cases. In 2023, the CAPTAIN team [16] achieved
first place by ensembling BERT Japanese and MonoT5, enhanced
by diverse data filtering strategies. In COLIEE 2024, the AHMR
team [18] proposed approach initially applies a fine-tuned MonoT5
[19] model to rank candidate articles by relevance. This ranked
list is then refined using a large language model (LLM), which
applies additional post-processing to finalize the selected articles.
Moreover, the CAPTAIN team [16] fine-tuned a MonoT5 model
for pairwise classification between a legal decision and candidate
paragraphs, using hard negative mining to improve the distinction
between relevant and irrelevant content. To further boost perfor-
mance, they apply zero-shot and few-shot prompting with FLAN-T5
on top-ranked candidates, capturing relationships not only between
the decision and individual paragraphs but also among candidates
themselves.

Task 4. In COLIEE 2021, HUKB [28] used a combination of BERT-
based models with data augmentation, focusing on extracting judi-
cial decision sentences and generating labeled training data. OvGU
[25] addressed the task using a graph neural network where nodes
represented articles or queries, and embeddings were derived from
pre-trained BERT models. In 2022, JNLP [1] compared the effec-
tiveness of ELECTRA, RoBERTa, and LegalBERT, and investigated
negation-based data augmentation. LLNTU [15] reformulated the
data into disjunctive union strings and introduced two models
based on longest uncommon subsequence similarity: one excluding
stopwords (LLNTUdiffSim) and another including them (LLNTU-
deNgram). In 2023, JNLP [2] adopted a zero-shot approach using
LLMs like Flan-T5 and Alpaca-T5, generating answers via prompt-
based input that includes both queries and relevant articles. This
marks a shift from binary classification to generative entailment
prediction, capturing more nuanced positive or negative meanings.
The authors explored various prompting strategies with Google’s
Flan-T5-XXL model, selecting top-performing prompts based on
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validation data using a ranking-based voting strategy. They also
experimented with different thresholds to handle low-agreement
situations among prompts. In COLIEE 2024, the CAPTAIN team
[16] proposed three strategies to enhance model performance: (1)
Few-shot prompting by including three similar training examples
in the prompt to guide in-context learning; (2) Automatic Chain-
of-Thought (Auto-CoT) prompting, where reasoning chains are
generated and retrieved using Dense Passage Retrieval, then used
to construct prompts for Flan-T5-XXL; and (3) Data augmentation
through LLM-generated summaries and synthetic hypotheses to
expand the training set with both positive and negative examples.

Pilot Task. The automated analysis of legal judgments has evolved
significantly over decades. Initial approaches relied on statistical
methods, later shifting towards machine learning techniques fo-
cused on text classification and feature extraction from case doc-
uments or metadata [12]. These earlier methods often required
substantial manual effort and struggled to generalize effectively
[10]. More recently, researchers have leveraged neural networks,
informed by natural language processing advances and legal knowl-
edge, to develop models for specific tasks like charge prediction or
generating court views [27]. However, adapting these advanced,
often specialized, neural models to handle the full complexity and
intricate dependencies inherent in broader legal judgment predic-
tion remains a key challenge.

3 Methodology
3.1 Task 2: Legal Case Entailment
The Legal Case Entailment task aims to predict the relevant para-
graphs in the base case based on a given text fragment as the query.
For each sample in the dataset, let the given text fragment as query
𝑞 and a list of paragraphs 𝑃 = [𝑝1, 𝑝2, ..., 𝑝𝑘 ], the aims is to deter-
mine the entailment of 𝑞 on each paragraph 𝑝𝑖 s.t. 𝑖 = 1...𝑘 . The
entailment of the query 𝑞 and each 𝑝𝑖 is determined by two values
including entailment and not entailment. Inherited from the previ-
ous year’s SOTAs proposed by the CAPTAIN [16] and AMHR [18]
for the Legal Case Entailment task, we employed a system for this
year’s competition, including two main stages as shown in Figure
1:

BGE-M3

MonoT5

score: 0.98

score: 0.21

score: 0.57

...
score: 0.12

Paragraph

entailed or not?

entailed or not?

entailed or not?

entailed or not?

entailed or not?

entailed

not entailed

not entailed

not entailed

entailed

Query

Top k candidate

Figure 1: Overview of our proposed system for legal case
entailment.

• Stage 1: Candidate retrieval: We fine-tuned two robust
model for retrieval task including the MonoT5 [19] and BGE
[4]. We first construct a negative sample set by choosing
the top 10 reverse candidates computed by the BM25 score.
Then, we fine-tune the MonoT5 based on these negative

samples. Besides, we fine-tune BGE by using pair-wise en-
tailment between the query and the candidate paragraph.
Finally, for each query, we ranked the candidates by using
the combination score from BGE and MonoT5. Let 𝛼 and 𝛽

be the score of BGE and MonoT5, the final score is computed
as 0.5 ∗ 𝛼 + 0.5 ∗ 𝛽 .

• Stage 2: Candidate re-ranking: We choose top-k candi-
dates based on the score from Stage 1. We choose 𝑘 = 5
according to the empirical results shown in the Experiment
results section. Then, in order to exploit the entailment label
from each pair of query and top-k candidates, we investi-
gate two learning scenarios: in-context learning (zero-shot)
with the Qwen2.5-72B-Instruct model [26] and instruction
fine-tuning [5] with the Qwen2.5-14B-Instruct model.

You are an advanced AI assistant specialized in

**verifying textual entailment** between a

query and a candidate document. Your task is to

analyze the provided query and document

carefully and determine whether the query is

logically entailed by the document.

**Instructions:**

- If the document **supports or confirms**

the query's statement, respond with: `"entailed
"`.

- If the document **contradicts, refutes, or

does not provide sufficient information** to

confirm the query, respond with: `"not entailed

"`.
**Query:**

{query}

**Candidate Document:**

{candidates paragraphs}

**Think step by step before deciding.**

Analyze whether the document provides enough **

direct** or **inferable** support for the query.

Your final answer must be only one of these

two options: "entailed" or "not entailed"

**The answer is:**

3.2 Task 3: Statute Law Retrieval
To address Task 3 of the competition, which involves identifying
the subset of Japanese Civil Code Articles (A) most relevant to
a given legal bar exam question (Q), we propose a three-stage
pipeline that leverages advanced zero-shot retrieval, reranking,
and selection techniques using large language models (LLMs). Our
approach builds on previous work but introduces a combination of
models and prompting strategies to enhance retrieval and selection
accuracy. Below, we detail each stage of the method:

• Stage 1: Zero-shot Retrieval: In the first stage, we employ
the gte-Qwen2-7B-instruct model for zero-shot retrieval to
identify an initial set of candidate articles from the legal
corpus. This model, pre-trained on a diverse range of texts,
is capable of understanding semantic relationships between
the query (Q) and articles (A) without requiring task-specific
fine-tuning. We retrieve the top k=150 articles based on their
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relevance scores, calculated by the model’s embeddings of
the query and article content. This step ensures a broad
initial selection of potentially relevant articles, which will
be further refined in subsequent stages.

• Stage 2: Zero-shot Reranking: To improve the quality
of the retrieved candidates, we apply a zero-shot rerank-
ing step using the RankingGPT-qwen-7b model. This model
is designed to reorder the k=150 articles from Stage 1 by
assessing their relevance to the query more precisely. Un-
like the retrieval model, RankingGPT-qwen-7b focuses on
fine-grained semantic alignment, reordering the articles to
prioritize those most likely to address the legal question. We
maintain k=150 at this stage to ensure a sufficiently large
pool of candidates for the final selection, balancing recall
and precision.

• Stage 3: Final Selection with Fine-tuned LLMs: In the fi-
nal stage, we combine the strengths of the fine-tuned Qwen2-
72B-Instruct, Qwen2-7B-Instruct, and Llama-3-8B-Instruct
by employing amajority votingmechanism to select themost
relevant articles from the top k=10 candidates produced by
Stage 2. These models have been fine-tuned on legal texts
to better understand the nuances of the Japanese Civil Code
and legal bar exam questions. We use a relevance verification
prompting template to evaluate the match between each arti-
cle (A) and the query (Q). The prompting template is defined
as follows:

Can the article match the question?

query: {content of the query}

article: {content of the article}

3.3 Task 4: Legal Textual Entailment
We present a method that utilizes the reasoning abilities of pre-
trained large language models (LLMs) to generate synthetic data.
Our approach breaks down legal articles into smaller, more man-
ageable sub-conditions, making their intricate structures easier
to understand, minimizing noise, and revealing the complex rela-
tionships within legal sentences. This technique produces a more
refined synthetic dataset, which, when integrated with the orig-
inal data, improves the model’s accuracy in making entailment
judgments.

Our synthetic data generation framework (Figure 2) consists of
three main steps: Causal Relationship Extraction for Legal Data
Generation, Dataset Combination, and Fine-tuning [8].

3.3.1 Causal Relationship Extraction for Legal Data Generation. Ac-
knowledging the significance of enriching datasets, we introduce a
unique data augmentation technique that extracts causal relation-
ships from legal articles. Our initial dataset analysis revealed that
legal premises frequently take the form of sub-conditions struc-
tured as: cause(s) → effect(s). Here, the cause(s) denote
the conditions, while the effect(s) represent the corresponding
consequences, judgments, or interpretations. We have identified
that when a hypothesis is derived by accurately adhering to the
causal relationships within a premise, it will naturally be entailed
by that premise. Conversely, if the hypothesis modifies or disrupts

JSON
{
    "causal_relationships": [
    {
      "cause_entity",
      "effect_entity",
      "causal_statement"
    },
...
]}

Phase 1
Extraction of Causal
Relationship Entities

Legal
Article

Phase 2
Generation of

Hypothesis pair
                    JSON
{
  "entailed_example",
  "not_entailed_example"
}

Original
Dataset

Data 
Integration

Augmented
Dataset

Evaluation
Dataset

Fine
Tuning

Entailment prediction:
Yes/No

Synthetic Data Generation using LLM

Flan-T5-XXL

Qwen2-72B-Instruct
(4-bit quantization)

Augmented Dataset Fine-tuning and Prediction

Figure 2: Overview of our proposed framework architecture.

one or more of these causal relationships, it will not be entailed by
the premise.

3.3.2 Dataset Combination ratio. We conducted an experiment
with three dataset combination strategies to investigate the impact
of our synthetic generated data to the entailment improvement:
(1) Original:Augmented = 1:2 (Standard), where each original hy-
pothesis is augmented with two synthetic hypotheses; (2) Origi-
nal:Augmented = 1:0.5 (Reduced), where the number of synthetic
hypotheses is decreased by a factor of four; (3) Original:Augmented
= 1:1 (Balanced), where the number of synthetic hypotheses is re-
duced to match the size of the original dataset.

3.3.3 Fine-tuning. Building upon the SOTA methods [16] in the
legal textual entailment task, we employ an approach involving in-
struction fine-tuningwith LLMs, leveraging our synthesized dataset.
Specifically, we include the premise and hypothesis data within the
prompt input, training the LLMs to generate the desired output
text.

3.3.4 Instruction Prompt selection. Weapply the promptingmethod
to convert the synthesized data into a question-answering format.
After testing multiple prompt templates, we mainly rely on two
primary prompts for this purpose.
Prompt 1: {premise}\nQuestion: {hypothesis} True or False?
Prompt 2: {premise}\nQuestion: {hypothesis}? Answer with Yes or No.

3.3.5 Ensemble Models. Unlike earlier studies [2, 16] that rely on
a single LLM (e.g., Flan-T5-XXL, Flan-Alpaca-XXL, BLOOMZ-7B1,
etc.) for label prediction, our method employs an ensemble model
with a majority voting system. Specifically, we aggregate predic-
tions from three separately fine-tuned Flan-T5-XXL models to de-
termine the final output, improving both robustness and overall
accuracy.
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3.4 Pilot task: Legal Judgment Prediction for
Japanese Tort cases

To address the Pilot Task (LJPJT25) on Legal Judgment Prediction
for Japanese Tort Cases, we propose a method that leverages a fine-
tuned large language model (LLM) to perform both Tort Prediction
(TP) and Rationale Extraction (RE). The task requires predicting
whether a tort is affirmed (T) and extracting the accepted argu-
ments (𝑅𝑃 for plaintiffs and 𝑅𝐷 for defendants) based on undis-
puted facts (U) and arguments from both parties (P for plaintiffs
and D for defendants). Our approach utilizes the advanced capa-
bilities of the Linkbricks-Horizon-AI-Japanese-Pro-V5-70B model,
fine-tuned specifically for this task, to handle the complexity of
Japanese legal texts. The model was pre-trained on a diverse dataset
encompassing Japanese, Korean, Chinese, and English texts, includ-
ing a 20-million-document Japanese news corpus and specialized
logic judgment data. This broad training enables the model to han-
dle the nuanced language of legal documents while maintaining
cross-linguistic consistency. For the Tort Prediction task, the fine-
tuned Linkbricks-Horizon-AI-Japanese-Pro-V5-70B model takes as
input the undisputed facts (U) and the arguments from both parties
(𝑅𝑃 and 𝑅𝐷 ), leveraging its pre-trained knowledge to understand
the relationships between the facts and arguments. We prompt the
model to predict a Boolean value (T) indicating whether the tort is
affirmed (True) or not (False). The prompt is structured as follows:

"Given the undisputed facts (U) and arguments from the

plaintiffs (P) and defendants (D), determine whether

the tort is affirmed (T). Output True if the tort is

affirmed, and False otherwise.

Undisputed facts: {content of U}

Plaintiffs' arguments: {content of P}

Defendants' arguments: {content of D}"

The model outputs a single Boolean value (TT) based on its un-
derstanding of the legal reasoning and the relative strength of the
arguments, as determined by its fine-tuned parameters.

For the Rationale Extraction task, the model identifies the ac-
cepted arguments (𝑅𝑃 for plaintiffs and 𝑅𝐷 for defendants). Using
the same input (U,P,D), the model evaluates each argument in P
and D to determine whether it is accepted by the judge (True) or
not (False). We use a structured prompt to guide the model in this
task:

Given the undisputed facts (UU), arguments from the

plaintiffs (PP), arguments from the defendants (DD),

identify the accepted arguments ($R^P$) from the

plaintiffs and ($R^D$) from the defendants. For each

argument in P and D, output True if the argument is

accepted by the judge, and False otherwise.

Undisputed facts: {content of U}

Plaintiffs' arguments: {content of P}

Defendants' arguments: {content of D}

4 Results
4.1 Experiment preparation
4.1.1 Task 2.

Dataset. : The dataset for task 2 - Legal Case Entailment pro-
vided by the COLIEE 2025 organizer consists of two parts: training
and evaluation. For the training data, there are a total of 825 legal
documents, each document contains a query case (stored in the
entailed_fragment.txt file) and a list of paragraphs (stored in a para-
graphs directory, each text file in the folder is a paragraph of the base
case). For the test data, the structure is similar to the training set.
The organizer gives the ground-truth annotated data for the train-
ing set, in which each document has a list of paragraphs that are
entailed in the query. We pre-process the text data by the following
step: removing special characters like FRAGMENT_SUPPRESSED,
FACTUAL, BACKGROUND, andORDER, trimming unexpected space,
and pruning the citation number in the text.

Evaluation Method. We used the F1 score to evaluate the perfor-
mance of the legal case entailment task as described below:

𝐹1 =
2 ∗ 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑟𝑒𝑐𝑎𝑙𝑙
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑟𝑒𝑐𝑎𝑙𝑙

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
#correctly retrieved cases (paragraphs)

# total retrieved cases

𝑟𝑒𝑐𝑎𝑙𝑙 =
#correctly retrieved cases (paragraphs)

# total relevant cases
Hyper-parameter setting. For theMonoT5, we run the experiment

with hyper-parameter search as defined in [16]. For BGE, we run
the fine-tuned with 20 epochs using the BAAI/bge-m3 pre-trained,
max length of query equals to 1,024, max length of passage equal
to 3,000, and the learning rate is 10−5. For the LLMs, we run the
inference on Qwen with 4-bit quantization, do_sample is False, and
max_new_token=3. We used the Supervised Fine-tuning Trainer
(SFT) to fine-tune the Qwenmodel for pair-wise entailment between
a query and a paragraph.

4.1.2 Task 3.

Dataset: The data is arranged by year, spanning from Heisei
18 (H18, 2006) to Reiwa 05 (R05, 2024), including Reiwa 02 (R02),
Reiwa 03 (R03), and Reiwa 04 (R04). For this study, we used the
R05 dataset, which includes 109 samples to evaluate the models’
performance while the remaining datasets were utilized for training.
As a result, the training data consists of 806 original samples, with
the R02 dataset containing 81 samples, the R03 dataset comprising
109 samples, and the R04 dataset including 101 samples.

Evaluation Method: For Task 3, the performance will be assessed
using precision, recall, and the F2-measure. Given that the informa-
tion retrieval (IR) process serves as a preliminary step to identify
candidate articles for the entailment phases. The evaluation metrics
are as follows:

𝐹2 =
5 ∗ 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑟𝑒𝑐𝑎𝑙𝑙
4 ∗ 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑟𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒 =
#average(the number of correctly retrieved articles/query)

#the number of retrieved articles/query

𝑅𝑒𝑐𝑎𝑙𝑙 =
#average(the number of correctly retrieved articles/query)

#the number of retrieved articles/query
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Hyper-parameters setting: wefine-tuneQwen2-72B-Instruct,Meta-
Llama-3-8B-Instruct, Qwen2-7B-Instruct using Low-Rank Adapta-
tion (LoRA) [8] to reduce computational costs. We set the learning
rate to 1e-5, batch size to {4, 16}, LoRA r and alpha between {4, 32},
{8, 32} and 16, 32} and train for 10 epochs.

4.1.3 Task 4.

Dataset. The dataset is provided as a Task 4: Legal Textual En-
tailment by the COLIEE organizer. The dataset is used to construct
Yes/No question-answering systems for legal queries, by entail-
ment from the relevant Civil Law articles.The training data in-
cludes triples consisting of a query (hypothesis), relevant article(s)
(premise(s)), and a label indicating the correct answer: "Y" for Yes
(entail) or "N" for No (not entail). The dataset is organized chrono-
logically from H18 (Heisei 18, 2006) to R05 (Reiwa 05, 2024). For this
study, data from R03, R04, and R05 were chosen as evaluation sets,
with the remaining years used as training data. This resulted in 806
original samples for training, a development set with 109 samples
from R03, and two test sets comprising 101 and 109 samples from
R04 and R05, respectively.

Evaluation Method. For the legal textual entailment task, the
evaluationmeasurewill be accuracy, concerningwhether the yes/no
question was correctly confirmed:

Accuracy =
the number of correctly predicted instances

the number of all instances
LLM Selection. Following the COLIEE organizers’ guideline— “To

avoid contamination of the test data, you can only use LLMs released
before July 9, 2024 (JST)”—we carried out several test runs using
consistent prompts. Considering factors like benchmark dataset
performance, output format precision, and the capacity to manage
lengthy contexts, we opted for the Qwen2 72B1 model with 4-bit
quantization for generating synthetic data.

Hyper-parameters. To tackle the final task of legal text entail-
ment, we fine-tuned the Flan-T5-XXL model2 using Low-Rank
Adaptation (LoRA) [8], allowing for efficient parameter tuning
while minimizing computational demands. Key settings included
a learning rate of 3e-5, a batch size of 32, LoRA r values between
{16, 32}, LoRA alpha values between {32, 64}, a LoRA dropout rate
of 0.25, and a training duration of 15 epochs.

4.1.4 Pilot Task.

Dataset: To assess our proposed approach for the Pilot Task
(LJPJT25) on Legal Judgment Prediction for Japanese Tort Cases,
we conducted experiments utilizing the dataset supplied by the
COLIEE 2025 organizers. The 6,508 tort cases were divided into a
training set and a development set at a 90:10 ratio. Specifically, the
initial 5,858 cases were allocated for training, while the final 650
cases were set aside for development and evaluation.

Evaluation Method: For the Tort Prediction in the Pilot Task, the
performance will be evaluated based on accuracy, determined by
whether the True/False label for the court decision was accurately

1https://huggingface.co/Qwen/Qwen2-72B-Instruct
2https://huggingface.co/google/flan-t5-xxl

predicted. For the Rationale Extraction in the Pilot Task, the perfor-
mance will be assessed using the F1-measure, based on the True
label for is_accepted. The evaluation metrics are as follows:

𝐴𝑐𝑐 =
#instances which were correctly predicted

#the number of all instances
(1)

𝐹1 =
2 ∗ 𝑝𝑟𝑒𝑐 ∗ 𝑟𝑒𝑐𝑎𝑙𝑙
𝑝𝑟𝑒𝑐 + 𝑟𝑒𝑐𝑎𝑙𝑙 (2)

𝑝𝑟𝑒𝑐 =
#the number of claims correctly predicted as True

#the number of claims predicted as True
(3)

𝑟𝑒𝑐𝑎𝑙𝑙 =
#the number of claims correctly predicted as True
#the number of claims whose gold labels as True

(4)

Hyper-parameters setting: we fine-tune Linkbricks-Horizon-AI-
Japanese-Pro-V5-70B model for both Tort Prediction (TP) and Ra-
tionale Extraction (RE) using Low-Rank Adaptation (LoRA) [8] to
reduce computational costs. We set the learning rate to 1e-5, batch
size to 4, LoRA r and alpha to {8, 32} and train for 5 epochs.

4.2 Task 2 results
Table 1 illustrates the results of our system on various COLIEE
tests from 2022 to 2024. From the results, we choose the top-k
equals 5 since this setting shows higher results in comparison with
𝑘 = 10 (This top-5 is used to retrieve the top relevant candidates
in Stage 1 as described in Section 3). Then, we evaluate our system
with different retrieval models, including BGE, MonoT5, and BM25.
From the results, it can be seen that the performance of the three
retrieval models, including BM25, BGE, and MonoT5, seems similar.
In the 2024 test results - the most recent test from the COLIEE
competition, BGE shows the best performance with 𝑘 = 5, followed
by the MonoT5 models (also with 𝑘 = 5). In the re-ranking stage,
the Qwen2.5-72B-Instruct shows its robustness in boosting the
accuracy of the system for the Legal case entailment task.

In Table 2, we report the final results by three runs provided by
the COLIEE 2025 organizer. We submitted three runs as follows:

• run1_captain_qwen2572m:We use the BM25withMonoT5
for retrieval stage, then re-rank by Qwen-2.5-72B Instruct.

• run2_captain_qwen2572bm:We use the BGEwithMonoT5
(both are fine-tuned on the training dataset) for retrieving
top-5 candidates, then re-rank by Qwen-2.5-72B Instruct.

• run3_captain_ensv2bge1: We have two main steps for this
run. For the first step, We use the BM25 with MonoT5 to
choose the top 5 candidates. Next, in the second step, we
first fine-tune the Qwen2.5-14B-Instruct by using instruction
tuning to find the "entailment" between a pairwise of query
q and i-th candidates. Then the outputs of various models
are ensemble by voting strategy. The missing query/case will
be filled by a paragraph having top-1 of the BGE score.

Table 2: Official results of our system at COLIEE 2025.

Runs F1 Precision Recall
run2_captain_qwen2572bm.txt 0.1882 0.2547 0.1492
run1_captain_qwen2572m.txt 0.1812 0.2453 0.1436
run3_captain_ensv2bge1.txt 0.1712 0.2252 0.1381
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Table 1: Comparison of our approach with other SOTAs. The results are represented in the format as f1/precision/recall

2022 2023 2024
BM25 (k=10) 20.16 / 11.29 / 94.06 20.09 / 11.26 / 92.50 22.10 / 12.68 / 85.71
MonoT5 (k=10) 22.10 / 12.68 / 85.71 20.09 / 11.26 / 92.50 22.45 / 12.89 / 87.07
BGE-legal (k=10) 19.98 / 11.19 / 93.22 20.81 / 11.67 / 95.83 23.68 / 13.59 / 91.83
BM25 (k=5) 32.03 / 19.80 / 83.89 32.58 / 20.20 / 84.16 34.93 / 22.60 / 76.87
MonoT5 (k=5) 34.95 / 21.60 / 91.52 32.58 / 20.20 / 84.16 36.78 / 23.80 / 80.95
BGE-legal (k=5) 32.68 / 20.20 / 85.59 33.87 / 21.00 / 87.50 37.71 / 24.44 / 82.99
BGE + BM25 + Qwen2.5-72B-Instruct 76.67 / 71.85 / 82.20 79.83 / 78.86 / 80.83 65.75 / 66.20 / 65.30
MonoT5 + BM25 + Qwen2.5-72B-Instruct 69.01 / 64.23 / 74.57 72.06 / 70.07 / 74.16 72.66 / 71.24 / 74.14
BGE + MonoT5 + Qwen2.5-72B-Instruct 75.69 / 71.42 / 80.50 79.01 / 78.04 / 80.00 64.38 / 64.82 / 63.94
Top 1 results 67.83 / 69.64 / 66.10 74.56 / 78.70 / 70.83 65.12 / 63.64 / 66.67

It can be seen that the results decreased significantly in this
year’s released test. As shown in Table 3, the top 1 team achieved
about 31.95% by F1 score, indicating the challenge of the legal case
entailment task this year.

Table 3: Official results of Task 2 by teams at COLIEE 2025

Team F1 Precision Recall
NOWJ 0.3195 0.3788 0.2762
OVGU 0.2454 0.2759 0.2210
JNLP 0.2412 0.2000 0.3039
AIIR_Lab 0.2368 0.2927 0.1989
CAPTAIN 0.1882 0.2547 0.1492
UA 0.1778 0.2090 0.1547

4.3 Task 3 results
As described in section 3.2, our proposed methods leverage the
capabilities of Zero-shot and Finetuned LLMs. The LLMs are fine
tuned with datasets coded as H, R01, R02, R03, R04. and we use the
R05 dataset to evaluate the performance of the models. We outline
the three submission settings:

• CAPTAIN run1: GTE-Qwen2-7B-Instruct (Zero-shot Re-
trieval) + RankingGPT-qwen-7b (Zero-shot Reranking) +
Qwen2-72B-Instruct (Finetuned) +Meta-Llama-3-8B-Instruct
checkpoint 1 (Finetuned).

• CAPTAIN run2: GTE-Qwen2-7B-Instruct (Zero-shot Re-
trieval) + RankingGPT-qwen-7b (Zero-shot Reranking) +
Qwen2-72B-Instruct (Finetuned) +Meta-Llama-3-8B-Instruct
checkpoint 2 (Finetuned).

• CAPTAIN run3: GTE-Qwen2-7B-Instruct (Zero-shot Re-
trieval) + RankingGPT-qwen-7b (Zero-shot Reranking) +
Qwen2-72B-Instruct (Finetuned) + Qwen2-7B-Instruct (Fine-
tuned).

Table 4: Results of Task 3 on the R05 development set

Runs F2 Precision Recall
CAPTAIN_run1 0.7758 0.7477 0.8073
CAPTAIN_run2 0.7643 0.7477 0.7936
CAPTAIN_run3 0.7687 0.7401 0.8028

With the performance of our proposed methods as presented in
Tables 3 and 4, CAPTAIN run1 achieved an F2 score of 0.7758, a pre-
cision of 0.7477, and a recall of 0.8073 on the R05 set (Table 3). This
setting outperformed the other two CAPTAIN runs, CAPTAIN run2
recorded an F2 score of 0.7643, a precision of 0.7477, and a recall of
0.7936 (Table 3), while this run maintained the same precision as
CAPTAIN run1, the slight drop in recall. CAPTAIN run3 yielded
an F2 score of 0.7687, a precision of 0.7401, and a recall of 0.8028
(Table 3). This run achieved a higher recall than CAPTAIN run2
but at the cost of lower precision, demonstrating the effectiveness
of combining zero-shot retrieval and reranking with fine-tuned
models. When compared to the top 10 official test results at COLIEE
2025 (Table 4), CAPTAIN runs rank competitively, surpassing sev-
eral strong baselines such as mstralRerank (F2=0.5962) and OVGU3
(F2=0.6041), though it falls short of the top performer, JNLP run1
(F2=0.8365).

Table 5: Top 10 Official Test Results at COLIEE 2025.

Runs F2 Precision Recall
JNLP_run1 0.8365 0.8037 0.8744
CAPTAIN_run2 0.8301 0.8333 0.8516
CAPTAIN_run3 0.8204 0.8002 0.8584
CAPTAIN_run1 0.8103 0.8196 0.8311
JNLP_run2 0.7863 0.7272 0.8402
JNLP_run3 0.7861 0.7420 0.8265
INFA 0.6917 0.7671 0.6826
mpnetAIIRLab 0.6674 0.3562 0.8858
OVGU3 0.6041 0.6347 0.6142
mistralRerank 0.5962 0.3196 0.7900

4.4 Task 4 results
Table 6 highlights the top-performing experimental setups evalu-
ated on the test sets ranging from R03 to R05. Compared to existing
SOTA techniques, our method yields competitive results:

Applying In-Context Learning (ICL) leads to meaningful per-
formance gains, particularly in the R03 dataset, where it boosts
results by an average of 8.72 %. However, its impact is far less pro-
nounced on R04, with only a 0.5 % increase, and nearly negligible in
Prompt 2 (0.99 %). In contrast, R05 sees a significant drop of −7.8 %,
suggesting that while ICL offers benefits in some cases, it lacks
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Table 6: Comparison of Our Approach with COLIEE Top 3 Results from
Other Competitors

Year Method (#original : #augmented data)
Accuracy

R03 R04 R05
(2022) (2023) (2024)

2022 KIS2 [6] 0.6789(*) - -
HUKB-1 [30] 0.6697 - -

2023 JNLP3 [2] - 0.7822(*) -

2024 CAPTAIN 2 [16] - - 0.8257(*)
JNLP1 [7] - - 0.8165

2025

1. Our Zero shot (P1) (no aug. data) 0.7431 0.7822 0.7798
2. Our Zero shot (P2) (no aug. data) 0.7890 0.7921 0.7156
3. Our ensemble models (1:2) 0.7706 0.8317 0.8073
4. Our ensemble models (1:1) 0.7706 0.8218 0.8257
5. Our ensemble models (1:0.5) 0.7900 0.8218 0.8440

(*) indicates the winner’s performance in each year. The notations P1 and P2 represent prompt 1 and
prompt 2, respectively, as referred to in the Method section. Bold scores denote the best performance.
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Figure 3: A performance comparison between standalone
models, their ensembles, and current SOTA models.

reliability for complex, domain-specific tasks, reinforcing the need
for targeted fine-tuning.

Compared to previous state-of-the-art (SOTA) methods, our data
augmentation strategy consistently delivers superior performance
across all datasets. Notably, it exceeds KIS Team’s results by [6]
by 9.82 %±0.91 % on R03 and improves upon JNLP Team’s 2023 [2]
performance on R04 by 4.29 %±0.47 %. The performance on R05 is
modest, however, the 1:0.5 dataset integration ratio exceeds the
SOTA performance by 1.83%, as well as maintains strong perfor-
mance across R03 and R04.

Focusing on the ensemble model trained with the 1:0.5 ratio, Fig-
ure 3 shows that Models 2 and 3 consistently outperform the SOTA
benchmarks. Although Model 1 underperforms, the ensemble as a
whole achieves stronger overall results than existing SOTA meth-
ods. Despite the fact that the 1:1 and 1:2 dataset combinations fall
short of SOTA, the 1:0.5 configuration proves to be more effective
for legal entailment tasks.

Overall, these findings emphasize the strength of leveraging
large language models (LLMs) for synthetic data generation and
reasoning, offering clear advantages over traditional rule-based or
semi-automated augmentation techniques.

Table 7: Top 10 Official Test Results for Task 4 - COLIEE
2025. The setting numbers indicate the corresponding setting
number in the development results in Table 6

Team Correct/All Accuracy
KIS3 67/74 0.9054
LUONG01 64/74 0.8649
UIRunCot 63/74 0.8514
CAPTAIN2 (setting 5) 60/74 0.8108
JNLP002 60/74 0.8108
CAPTAIN1 (setting 4) 58/74 0.7838
CAPTAIN3 (setting 6) 58/74 0.7838
UA2 58/74 0.7838
KLAP.H2 57/74 0.7432
NOWJ.run1 55/74 0.7432
OVGU1 55/74 0.6622
RUG_V1 45/74 0.6081

Despite these promising results, our approach may be over-
specialized due to fine-tuning on a narrowly defined prompt set
during the hypothesis generation phase. This limitation is evident
in the official results of COLIEE 2025 (Table 7), where we ranked
4th, highlighting areas for improvement. We hypothesize that this
discrepancy stems from the prompt design in phase 2 and the com-
plexity of causal relationships within the premise. Additionally,
generating only a single entailed and not-entailed hypothesis may
be insufficient for premises with multiple conditions, limiting the
quality and scope of the hypotheses. As a result, this constraint
affects fine-tuning, reducing the model’s ability to generalize to new
cases, and potentially leading to misinterpretations and incorrect
predictions. Future work will focus on diversifying synthetic data
generation and optimizing prompt engineering to enhance model
generalization and performance.

4.5 Pilot task results
To evaluate our proposed method for the Pilot Task (LJPJT25) on
Legal Judgment Prediction for Japanese Tort Cases, we conducted
experiments using the dataset provided by the COLIEE 2025 or-
ganizers. We split the 6,508 tort cases into a training set and a
development set in a 90:10 ratio. Specifically, the first 5,858 tort
cases were used for training, while the last 650 tort cases were re-
served for development and evaluation. This split ensures a robust
training corpus while providing a sufficiently large development
set to assess model performance. For simplicity, we only use Ac-
curacy to evaluate both the Tort Prediction (TP) and Rationale
Extraction (RE) tasks in our experiments. Our approach leverages
the fine-tuned Linkbricks-Horizon-AI-Japanese-Pro-V5-70B model
for both Tort Prediction (TP) and Rationale Extraction (RE). We
fine-tuned the Linkbricks-Horizon-AI-Japanese-Pro-V5-70B model
on the training set of 5,858 tort cases, optimizing its parameters
for the nuances of Japanese legal texts. The model’s performance
was then evaluated on the development set of 650 tort cases, with
results reported in Table 8. For the official submission, we used
the same fine-tuned model and evaluated its performance on the
COLIEE 2025 test set, with results presented in Table 9.
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Table 8: Results of Pilot Task on the development set includ-
ing Tort Prediction (TP) and Rationale Extraction (RE).

Runs TP (Accuracy) RE (Accuracy)
CAPTAIN_run1 72.8% 70.7%
CAPTAIN_run2 71.4% 68.4%
CAPTAIN_run3 70.2% 66.5%

Table 9: Official Pilot Task Results at COLIEE 2025 including
Tort Prediction (TP) and Rationale Extraction (RE).

Runs TP (Accuracy) RE (F1-All)
CAPTAIN_run1 76.5% 70.6%
KIS5 71.3% 71.2%
KIS6 71.3% 67.3%
KIS4 69.7% 68.2%
NOWJ2 67.1% 69.2%
modernbert 66.6% 69.1%
NOWJ1 63.8% 68.1%
NOWJ3 59.7% 55.9%
OVGU2 55.3% 48.6%
OVGU3 53.2% 31.6%
OVGU1 51.5% 65.7%

With the performance of our proposed method for the Pilot Task
(LJPT25) on Legal Judgment Prediction for Japanese Tort Cases, as
shown in Table 8 and 9. On the development set (Table 8), , the
best performance is observed with CAPTAIN run1, achieved a Tort
Prediction (TP) accuracy of 72.8% and a Rationale Extraction (RE)
accuracy of 70.7%. Subsequent runs, CAPTAIN run2 and CAPTAIN
run3, yielded TP accuracies of 71.4% and 70.2%, respectively, with
corresponding RE accuracies of 68.4% and 66.5%. On the official
COLIEE 2025 test set (Table 9), CAPTAIN recorded a TP accuracy of
76.5% and an RE accuracy of 70.6%. This result positions CAPTAIN
as the top performer in TP accuracy, outperforming KIS5 (TP: 71.3%)
and KIS6 (TP: 71.3%). The improvement in TP accuracy from the
development set (72.8%) to the test set (76.5%) suggests that our
model generalizes well to unseen data, likely due to the robust fine-
tuning on a large training set of 5858 tort cases. For RE, CAPTAIN’s
accuracy of 70.6% is competitive but slightly lower than KIS5 (71.2%).
Comparing CAPTAIN to other submissions in Table 9, our method
significantly outperforms lower-ranking runs such as OVGU1 (TP:
51.5%, RE: 65.7%) and OVGU3 (TP: 53.2%, RE: 31.6%), highlighting
the effectiveness of our fine-tuning strategy and prompt design.
However, the gap in RE performance between CAPTAIN and KIS5
suggests that further improvements in argument extraction are
needed. This could involve refining the prompt to better guide
the model in distinguishing accepted arguments or incorporating
additional legal knowledge into the fine-tuning process.

4.6 Discussion
For task 2, the combination of the retrievalmodel consists ofMonoT5
and BGE with Qwen2.5-72-Instruct helps improve the performance
of the system for legal case entailment tasks. We finally achieved a
0.18882 by F1 score on the original test released by COLIEE 2025.
In comparison with previous years’ results, there is a significant

decrease in the performance of models. According to the results in
COLIEE 2024 [7], the top 1 result on task 2 is 65.12% by F1, while
this year’s best result is only about 31.95% by F1 (as shown in Table
3), indicating the challenge for the legal entailment task. Obviously,
it can be seen that the system seems to overfit the training dataset
and cannot generate the generalized result for the practical test
cases.

Next, our proposed method demonstrates strong performance
on Task 3, which achieves a competitive F2 score of 0.7758 on the
R05 test set and ranks among the top submissions with a test F2
score of 0.7769. The combination of zero-shot retrieval, reranking,
and fine-tuned LLMs (GTE-Qwen2-7B-Instruct, RankingGPT-qwen-
7b, Qwen2-72B-Instruct, and Meta-Llama-3-8B-Instruct) effectively
balances precision and recall, though CAPTAIN run1 slightly out-
performs the other runs due to its higher recall. While our ap-
proach surpasses several baselines like mstralRerank (F2: 0.5672)
and OVGU3 (F2: 0.5654), the gap with the top performer, JNLP run1
(F2: 0.7829), highlights the need for further refinement in the final
selection stage.

Besides, we found that LLMs can effectively extract causal re-
lationships (sub-conditions) defined in law articles when solving
Task 4. Through a two-step synthetic data generation process, we
observed that our generated dataset—when combined with a spe-
cific training-to-synthetic ratio—enhanced fine-tuning performance
by nearly 2 % compared to conventional synthetic methods. While
this approach proved effective, we recognize its limitations in han-
dling nested causal relationships and long articles that reference
other legal texts. In addition, the Pilot Task results demonstrate the
strength of the Linkbricks-Horizon-AI-Japanese-Pro-V5-70B model
in handling Japanese tort cases, particularly for Tort Prediction.
The competitive RE performance of CAPTAIN indicates that our
approach is promising but requires further optimization to match
the best-performing submissions in rationale extraction.

Overall, it can be seen that Large-language models have a robust
ability to process and understand legal text data, even with non-
English languages like Japanese. However, there are still several
challenges to the application of LLMs in the legal text, especially
the ability to adapt to the diversity and change in the legal domain.
We propose several future directions to enhance the performance
of LLMs in Legal Text Processing tasks including using advanced
retrieval methods like GRAG [9] to better exploit the semantic
relations among paragraphs that represent the relevant with the
query, enhancing the fine-tuning process and exploring advanced
prompting strategies such as Self-prompting [14] or Plan-and-Solve
[24] to improve overall retrieval and selection accuracy, and aug-
menting the dataset in training and fine-tuning the model to avoid
overfiting.

5 Conclusion
We described our proposed method and system for Task 2, Task 3,
Task 4, and Pilot task in the COLIEE 2025 Competition. From the
competition results, we found that the LLMs have potential results
in legal engineering tasks since they show robust performance in
processing and understanding legal documents. Our team - CAP-
TAIN, achieved 2𝑛𝑑 in Task 3, 1𝑠𝑡 in Tort Prediction (TP), and 2𝑛𝑑
in Rationale Extraction (RE) from the Pilot task.
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Future works focus on robust prompting techniques and ad-
vanced retrieval methods to enhance the performance of LLMs in
legal text processing systems. In addition, the LLMs show potential
application in practical intelligent systems that assist humans in
the legal domain.
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Abstract
This paper presents the methodologies and results of the NOWJ
team’s participation across all five tasks at the COLIEE 2025 compe-
tition, emphasizing advancements in the Legal Case Entailment task
(Task 2). Our comprehensive approach systematically integrates
pre-ranking models (BM25, BERT, monoT5), embedding-based se-
mantic representations (BGE-m3, LLM2Vec), and advanced Large
Language Models (Qwen-2, QwQ-32B, DeepSeek-V3) for summa-
rization, relevance scoring, and contextual re-ranking. Specifically,
in Task 2, our two-stage retrieval system combined lexical-semantic
filtering with contextualized LLM analysis, achieving first place
with an F1 score of 0.3195. Additionally, in other tasks–including
Legal Case Retrieval, Statute Law Retrieval, Legal Textual Entail-
ment, and Legal Judgment Prediction–we demonstrated robust
performance through carefully engineered ensembles and effective
prompt-based reasoning strategies. Our findings highlight the po-
tential of hybrid models integrating traditional IR techniques with
contemporary generative models, providing a valuable reference
for future advancements in legal information processing.

CCS Concepts
• Applied Computing → Law; • Computing Methodologies
→ Natural Language Processing.
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1 Introduction
Legal text processing is a specialized field that requires knowledge
of both law and information science. The use of artificial intelli-
gence (AI) and large language models (LLMs) as supporting tools in
judicial processes has become more prevalent [9, 15, 20]. COLIEE
[5] is an annual event organized to support the research of legal
information processing. The competition covers various challenges,
including document retrieval, textual entailment, and judgment pre-
diction. COLIEE is a valuable opportunity for researchers to explore
and evaluate various advanced techniques in complex real-world
judicial problems.

The COLIEE 2025 competition comprises five tasks that span
two major legal systems: case law and statute law. Tasks 1, 2, and 5
focus on case law, drawing on legal cases from the Federal Court of
Canada and Japanese court decisions. Task 1 (Legal Case Retrieval)
involves identifying relevant precedents that support the decision
of a given case, serving as a foundational step for Task 2 (Legal
Case Entailment), which aims to determine whether specific para-
graphs within the retrieved cases entail the decision. Task 5 (Legal
Judgment Prediction) targets the prediction of judicial outcomes
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in real-world civil cases from Japanese courts. In contrast, Tasks
3 and 4 are based on the statute law system, which is followed
by countries such as Japan, Vietnam, and many European nations.
Task 3 (Statute Law Retrieval) requires participants to retrieve statu-
tory articles from the Japanese Civil Code corpus that support a
given legal query. Building upon this, Task 4 (Legal Textual En-
tailment) challenges systems to provide a binary answer—“Yes” or
“No”—based on the retrieved legal content.

COLIEE 2025 is the third year the NOWJ team has participated.
We propose multi-state frameworks based on state-of-the-art mod-
els such as monoT5, Llama-3, Qwen-2, DeepSeek, and prompt-
ing techniques for handling complex legal tasks of the compe-
tition. Specifically, a four-state framework involving meticulous
pre-processing, LLM-based summarization, and different retrieval
approaches is proposed for Task 1. For Task 2, we combined the ad-
vantages of lexical matching, semantic ranking methods, and recent
LLMs (e.g., QwQ, DeepSeek) to model the entailment relationships
between judicial factors. For Task 3, we leveraged pre-trained lan-
guage models to develop a retrieval method based on bi-encoder
and cross-encoder models. Various LLMs and prompting techniques,
including zero-shot and few-shot prompts, are explored in Task
4. Finally, we employed a hierarchical language model, cluster-
ing approach, and heuristic post-processing phase for addressing
real-world judgment prediction problems in Task 5. Our proposed
methods achieved promising results, including first place in Task
2, and a third rank on the Tasks 3 and 5 leaderboard. Our findings
highlight the potential of hybrid models integrating traditional
IR techniques with contemporary generative models, providing a
valuable reference for future advancements in legal information
processing.

The remainder of this paper presents our methods used in the
competition, with each section dedicated to a specific task. The
final section concludes the paper and outlines directions for future
research. The source code will be released shortly to support the
reproducibility of our work.

2 Task 1: Legal Case Retrieval
2.1 Task Overview
Many countries, including Canada and the United States, follow
the common law system, where case law is a fundamental com-
ponent of judicial practice. Judges and legal professionals rely
on precedents when handling new cases. To advance research
in legal processing, the Legal Case Retrieval task aims to iden-
tify noticed cases—previous cases that support a given case deci-
sion. Specifically, this task requires extracting all supporting cases
{𝑑1, 𝑑2, . . . , 𝑑𝑛} that are semantically or logically similar to a given
query case 𝑞. A standard case document consists of four main sec-
tions: background, facts, reasoning, and decision. However, the lack
of a unified document structure makes case presentation and ex-
traction challenging. Additionally, case documents typically range
from 4,000 to 10,000 words, exceeding the input limits of many
pre-trained language models (e.g., BERT, T5), making efficient pro-
cessing difficult.

Pre-processing

Remove dup cases

Remove metadata part

Remove French words

Extract paragraphs

Case
Summarization Pre-ranking Bi-encoder

Re-ranking

Majority Voting

Query

Case Pool

Figure 1: Overall architecture of multi-stage framework for
Legal Case Retrieval.

Last year, the winning team, TQM [7], combined lexical and
dense models to generate features and improve case relevance un-
derstanding. They also applied meticulous pre-processing and post-
processing to filter out irrelevant information. The runner-up team,
UMNLP [2], proposed a pairwise similarity ranking framework at
multiple levels, including paragraphs, sentences, and “propositions”.
They trained a multilayer perceptron model to assess case relevance
using various features extracted from each query-candidate pair.

2.2 Methodology
To overcome the challenges of Legal Case Retrieval, which are
excessive length and logical structure of case documents, we pro-
posed a four-stage framework involving LLMs for summarization
and massive text embedding models for computing case relevance.
The detailed architecture of the framework is presented in Figure 1.

Data Pre-processing. The case pool contained noise, including
duplication and line break errors. Therefore, we performed a data
processing step before training or computing case relevance. This
process involved removing duplicate files and filtering out metadata,
which included procedural details such as related parties and loca-
tions. Non-English sentences and passages were also removed using
the Langdetect tool. Finally, paragraphs containing special place-
holders were extracted. Through this pre-processing, we aimed to
minimize irrelevant information in the case documents, ensuring
that only content relevant to the judgment remained.

Case Summarization. To enhance the representation of case law
documents, we applied abstractive summarization using an LLM
with zero-shot prompting. Specifically, Qwen-2.5 is instructed to
generate a concise summary of each case in the predefined format
shown in Listing 1. This LLM is trivial for processing long context
due to its context length of up to 131,072 tokens and generation of
8,192 tokens. By leveraging the in-context learning ability of LLMs,
we compressed legal cases while preserving key facts and essential
information for relevance comparison.

Listing 1: Zero-shot prompting for structured-based case sum-
marization.
Summarize the following Federal Court decision containing these
parts:
Introduction, Facts, Relevant provisions, Analyses, and Court's
conclusion
Legal case:
{INPUT_CASE}
Generated summary:

Pre-ranking Model. The pre-ranking step serves as the first filter
to select the most relevant case within a large number of candidates

48



NOWJ@COLIEE 2025 COLIEE 2025, June 20, 2025, Chicago, USA

in the database. Therefore, a pre-ranking model should satisfy both
performance and recall score, which measure the ability to find all
the relevant cases. The relevance score between a query case 𝑞 and
a candidate case 𝑑 is calculated as:

𝑠𝑝 (𝑞, 𝑑) = 𝑆𝑖𝑚(h𝑞,h𝑑 ) (1)

where h𝑞 and h𝑞 are the representation of query 𝑞 and candidate 𝑑
from the pre-rankingmodel. Specifically, we employed a pre-trained
model, BGE-m3, due to its strong generalization and context length
of up to 8,192 tokens. Top-𝑘 candidates with the highest relevance
score are selected as the input for the re-ranking step.

Re-ranking Model. We employed two methods for the re-ranking
phase: (1) fine-tuned a text embedding model–BGE-m3 on the COL-
IEE training set and (2) utilized a recent decoder-only model for
text encoding–LLM2Vec. The BGE-m3 model is trained to distin-
guish relevant cases from irrelevant ones. Each retrieval method
is expected to assign a higher score to a query’s positive samples
compared to its negative ones. To achieve this, the training process
minimizes the InfoNCE loss, defined as follows:

L𝐼𝑛𝑓 𝑜𝑁𝐶𝐸 = − log
exp(𝑠 (𝑞, 𝑝+)/𝜏)∑

𝑝∈{𝑝+,𝑝𝑒𝑎𝑠𝑦−,𝑝ℎ𝑎𝑟𝑑− } exp(𝑠 (𝑞, 𝑝)/𝜏)
(2)

where 𝑝+, 𝑝𝑒𝑎𝑠𝑦− , and 𝑝ℎ𝑎𝑟𝑑− stand for positive, easy negative, and
hard negative samples to the query 𝑞; 𝑠 (·) is a similarity function
(e.g., the dot product or cosine similarity), 𝜏 is the temperature
coefficient. In this process, the positive samples are the ground
truth labels, while the easy negative samples are selected randomly
from the case pool. Hard negative cases are selected using a pre-
ranking relevance score for effective model training.

Another re-ranking model is LLM2Vec, a decoder-only model
for text encoding by performing three steps: enabling bi-directional
attention, masked next token prediction, and unsupervised con-
trastive learning. The relevance score of a query 𝑞 and candidate 𝑑
is computed as:

𝑠𝑟 (𝑞, 𝑑) = 𝑆𝑖𝑚(h′𝑞,h′𝑑 ) (3)

where h′𝑞 and h′
𝑑
are the representation of query 𝑞 and candidate 𝑑

from the re-ranking model, which could be fine-tuned BGE-m3 or
LLM2Vec.

Post-processing. Finally, we combined the top-𝑚 retrieved candi-
dates from pre-ranking and re-ranking steps following the majority
voting method to improve the performance and recall score. The
voting operator can be defined as:

𝐹𝑖𝑛𝑎𝑙_𝑐𝑎𝑠𝑒 =𝑚𝑜𝑑𝑒 (𝑇𝑜𝑝𝑀 (𝑃𝑟𝑒),𝑇𝑜𝑝𝑀 (𝐹𝑡𝐵𝐺𝐸),𝑇𝑜𝑝𝑀 (𝐿𝐿𝑀))
(4)

where 𝑇𝑜𝑝𝑀 (·) is the function that returns top cases with the
highest relevance score.

2.3 Experimental Setup
The training set of COLIEE 2025 contains 7,350 cases, with an
average of 4.1 relevant cases per query. The testing set consists of
2,159 files in the case pool and 400 cases for querying. The proposed
method is evaluated on the COLIEE 2024 benchmark comprising 400
query cases and 1,734 documents in the pool. The official evaluation
metrics for Legal Case Retrieval are precision, recall, and micro-F1.

All models were implemented using Python and HuggingFace
platform. Qwen-2.5-14B-Instruct1 is utilized for case summarization
due to its strengths in handling long context input. Massive text
encoder model BGE-m3 was deployed for both pre-ranking and
re-ranking phases. LLM2Vec-Meta-Llama-8B-Instruct2 is another
model used for the re-ranking phase. For the fine-tuning process,
BGE-m3 was trained for 4 epochs, with a batch size of 8 and an
initial learning rate of 1𝑒−5. The number of hard and easy negative
samples is 3. The majority voting step combines the top 10 cases
from each model.

Based on the evaluation results, we submitted three settings as
follows:

• Run 1: Top-5 candidates from re-ranking using fine-tuned
BGE-m3.

• Run 2: Top-5 candidates from re-ranking using pre-trained
LLM2Vec

• Run 3: Majority voting of pre-ranking, fine-tuned BGE-m3,
and LLM2Vec outputs.

2.4 Result and Discussion
Table 1 presents the recall performance of the pre-ranking stage
under two settings: with and without the case summarization step.
Retrieval at top-200 and top-500 shows strong performance, suc-
cessfully retrieving between 78% and 89% of the ground truth cases.
The summarization step further improves recall across most met-
rics, though a slight drop is observed at 𝑅@1. Balancing retrieval
effectiveness and computational efficiency, we select the top 200
returned cases from the pre-ranking stage as candidates for the
subsequent retrieval process.

Table 2 reports the performance of the proposed methods on the
COLIEE 2024 benchmark. Among them, the ensemble run yields the
best results across all metrics, with a particularly notable improve-
ment in recall. Compared to the baseline, defined as the top-5 results
from the pre-ranking phase, the proposed method improves the F1
score by 5%, demonstrating the effectiveness of combining ranking
and representation techniques. Notably, the pre-trained LLM2Vec
model performs comparably to the fine-tuned BGE-m3, highlight-
ing the potential of general-purpose language models in the legal
case retrieval domain, even without task-specific fine-tuning.

Table 3 presents the official results of the Legal Case Retrieval
task, which saw participation from seven teams with a total of 21
submitted runs. Our proposed framework, combining the strengths
of a pre-ranking phase and fine-tuned text embedding models, se-
cured fourth place on the leaderboard. As anticipated, the run using
fine-tuned BGE-m3 (Run 1) outperformed the one based on the
pre-trained LLM2Vec model (Run 2) by approximately 2% across
all metrics. The ensemble run, which integrates outputs from both
approaches, achieved the highest performance among our sub-
missions, demonstrating the benefit of combining complementary
methods.

1https://huggingface.co/Qwen/Qwen2.5-14B-Instruct
2McGill-NLP/LLM2Vec-Meta-Llama-3-8B-Instruct-mntp
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Table 1: The recall performance of pre-ranking phases on the evaluation set.

R@1 R@2 R@5 R@10 R@100 R@200 R@500 R@1000
w/o summary 0.0755 0.1133 0.1939 0.2797 0.6280 0.7387 0.8687 0.9507
summary 0.0723 0.1165 0.2099 0.2970 0.6824 0.7784 0.8950 0.9654

Table 2: Performance of the proposed methods on the evalu-
ation set.

Model F1 Precision Recall
Pre-ranking 0.1701 0.1515 0.1939
BGE-m3-ft 0.2262 0.2015 0.2580
LLM2Vec 0.2167 0.1930 0.2471
Majority Voting 0.2611 0.2153 0.3316

Table 3: Leaderboard of the Legal Case Retrieval task.

Team F1 Precision Recall
JNLP 0.3353 0.3042 0.3735
UQLegalAI 0.2962 0.2908 0.3019
AIIR Lab 0.2171 0.2040 0.2319
NOWJ_run3 0.1984 0.1670 0.2445
NOWJ_run1 0.1708 0.1605 0.1825
NOWJ_run2 0.1580 0.1485 0.1688
OVGU 0.1498 0.1743 0.1313
UB_2025 0.1363 0.1955 0.1046
SIL 0.0058 0.0054 0.0063

3 Task 2: Legal Case Entailment
3.1 Task Overview
Given a decision 𝑑 and a relevant case 𝑅 = {𝑝1, 𝑝2, ..., 𝑝𝑛}, Task
2 aims to identify the specific paragraph 𝑝 ∈ 𝑅 that entails the
decision 𝑑 . This task presents a fine-grained challenge in legal
text understanding, as multiple paragraphs may reference related
legal issues without directly supporting the decision. Unlike Task 1,
which operates at the case level, Task 2 evaluates textual entailment
at the paragraph level, using the same metrics.

The dominance of monoT5-based models among top-performing
teams in COLIEE 2024 [5] underscores their effectiveness for le-
gal entailment tasks. The AMHR team [13] achieved the highest
performance by fine-tuning a monoT5 model (pre-trained on MS-
MARCO), enhanced with hard negatives selected via BM25 and
further refined using a score-ratio threshold tuned via grid search.
Similarly, CAPTAIN [11] fine-tuned monoT5 with hard negative
sampling, then selected top-𝑘 candidate paragraphs to construct
zero-shot and few-shot prompts for FlanT5-based in-context learn-
ing. The JNLP team [10] also fine-tuned monoT5 on the task dataset
and incorporated FlanT5 and Mixtral models for prompting-based
inference.

3.2 Methodology
Our system follows a three-stage pipeline to identify the most
relevant paragraphs that entail a given decision.

Lexical Matching

Decision

Paragraph
Pool

Fine-tuned mBERT

Fine-tuned monoT5-base

Fine-tuned monoT5-3B

Semantic Ranking

Weighted
Ensemble

LLMs-Based Analysis

Zero-shot prompt

Voting

Figure 2: The three-stage framework based on lexical match-
ing, language models, and LLMs for Legal Case Entailment.

Lexical Pre-ranking: In the first stage, we employ BM25 to retrieve
paragraphs with high lexical overlap with the decision efficiently.
This serves as a computationally inexpensive filtering step, which
helps reduce the candidate pool while maintaining high recall of
potentially entailing paragraphs.

Semantic Re-ranking: Next, we apply PLMs such as BERT and
monoT5 to re-rank the paragraphs retrieved by BM25. These models
assess each (𝑞, 𝑝𝑖 ) pair to capture deep semantic relationships be-
yond lexical matching. To adapt PLMs for legal text, both BERT and
monoT5 are fine-tuned using the Cross-Entropy (CE) loss function,
defined as:

L𝐶𝐸 = −
𝑁∑︁
𝑖=1

[𝑦𝑖 log(𝑦𝑖 ) + (1 − 𝑦𝑖 ) log(1 − 𝑦𝑖 )] (5)

During training, each query-paragraph pair (𝑞, 𝑝𝑖 ) is labeled as
either positive relevant, 𝑦𝑖 = 1 or negative non-relevant, 𝑦𝑖 = 0.
Negative labels are obtained by randomly sampling paragraphs
from the set of paragraphs not relevant to the given query. The
models learn to differentiate these labels by minimizing the CE Loss,
thus effectively enhancing their capability to distinguish between
relevant and non-relevant paragraphs. After training, we combine
the lexical and semantic scores to produce a refined ranking and
select the top-𝑘 paragraphs for further analysis. The value of 𝑘
is empirically determined to balance retrieval performance with
computational efficiency.

LLM-Based Analysis: In the final stage, we use LLMs to iden-
tify which paragraphs entail the decision. Rather than evaluating
each (𝑞, 𝑝𝑖 ) pair separately, we construct a single prompt that in-
cludes the decision 𝑞 and all 𝑘 candidate paragraphs with a clear
instruction asking the model to determine which paragraphs sup-
port the decision. This holistic setup enables the LLM to consider
inter-paragraph relationships and make more informed entailment
judgments. The specific instruction is shown in Listing 2, where
we told the LLM to pick just one paragraph that best explains the
decision’s reasoning. They could only choose two paragraphs in
cases where both were strictly necessary.

Listing 2: Zero-shot prompting for paragraph entailment.
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You are a legal expert tasked with identifying which paragraph(s)
from a noticed case contain the reasoning or analysis that supports
the decision of a new case. Below is the decision of the new case
(query) and the paragraphs from the noticed case. Your task is to
identify the single best paragraph that provides the reasoning or
analysis leading to the decision. Only if there are two paragraphs
that are both significantly important, equally critical, and
absolutely necessary, you may return two. Otherwise, return only
one. Do not select the paragraph that states the final decision or
order. Instead, focus on the paragraph(s) that contain the
reasoning or analysis that supports the decision.

Query (Decision of the New Case):
{query}

Paragraphs from the Noticed Case:
{paragraphs}

Which paragraph(s) contain the reasoning or analysis that supports
the decision (entails the decision)?

3.3 Experimental Setup
We fine-tune three Transformer-based language models: mBERT3,
monot5-base4 and monot5-3b5. During training, we randomly se-
lect 5 negative samples from the top 20 BM25 results to help the
models learn more stably, rather than immediately using potentially
confusing hard negatives. The fine-tuning configuration consists of
3 epochs, a learning rate of 1𝑒−5, and a batch size of 8. The scores
from these language models and BM25 are combined using weights
optimized via grid search to produce the re-ranked list. Finally, we
experiment with state-of-the-art LLMs such as DeepSeek-V36 and
QwQ-32B7.

We submitted three settings as follows:
• Run 1: Starting from the top 20 BM25-retrieved paragraphs,
we re-rank them using the combined relevance scores. A
threshold tuned on the validation set is applied to this list,
and all paragraphs with scores above the threshold are pre-
dicted as entailing.

• Run 2: Instead of applying a threshold, this run feeds the
20 re-ranked paragraphs along with the decision query into
QwQ-32B to get the final prediction.

• Run 3: We expand the input to the top 35 candidates and
prompt both DeepSeek-V3 and QwQ-32B for entailment pre-
diction. A voting strategy is then applied: only paragraphs
selected by both models are kept. In cases of complete dis-
agreement, both predictions are retained to ensure coverage.

3.4 Result and Discussion
Following Table 4, the results suggest a progression in effectiveness
based on the methodology employed. Initially, relying solely on
combining reranking models based on relevance correlation ap-
pears to have limitations. These methods often evaluate passages
individually, observing only a single paragraph in relation to the
entailment during their core inference. This can lead to difficulties
in distinguishing between paragraphs that are merely topically
similar versus those that directly support or refute an entailment.

3https://huggingface.co/google-bert/bert-base-multilingual-cased
4https://huggingface.co/castorini/monot5-base-msmarco-10k
5https://huggingface.co/castorini/monot5-3b-msmarco-10k
6https://huggingface.co/deepseek-ai/DeepSeek-V3
7https://huggingface.co/Qwen/QwQ-32B

Furthermore, such approaches may struggle when multiple distinct
paragraphs are truly relevant, as they might overly focus on the sin-
gle highest-scoring match rather than identifying a comprehensive
set of evidence.

Following this initial phase, the introduction of an LLM for re-
evaluating a curated list of potentially relevant passages (like the
top 20 in Run 2) demonstrated a clear improvement, particularly
in precision. By processing multiple candidate sentences together,
the LLM can leverage broader context, leading to a more nuanced
assessment of relevance and filtering out some spurious correlations
identified by the initial re-rankers.

The most successful strategy involved both expanding the candi-
date pool (top 35) and implementing a stricter validationmechanism
using two distinct LLMs in a voting agreement (Run 3). Expanding
the pool likely increased the chances of capturing all necessary
evidence while requiring consensus between two LLMs to act as a
strong filter against false positives. This combination significantly
boosted precision, indicating a higher confidence in the selected
evidence and ultimately leading to the best overall F1 performance
observed. This highlights the power of combining a wider search
with multi-perspective LLM-based verification to enhance both the
reliability and accuracy of the final results.

Table 4: Leaderboard of the Case Textual Entailment task.

Team F1 Precision Recall
NOWJ (run3) 0.3195 0.3788 0.2762
NOWJ_(run2) 0.2865 0.2976 0.2762
NOWJ_(run1) 0.2782 0.2650 0.2928
OVGU 0.2454 0.2759 0.2210
JNLP 0.2412 0.2000 0.3039
AIIR 0.2368 0.2927 0.1989
CAPTAIN 0.1882 0.2547 0.1492
UA 0.1778 0.2090 0.1547

4 Task 3: Statute Law Retrieval
4.1 Task Overview
For each input legal question Q, sourced from the Japanese Bar
Examination, participating systems are required to automatically
retrieve from the Japanese Civil Code the complete set of articles
{𝑎1, 𝑎2, . . . , 𝑎𝑛} deemed relevant. Relevance is defined by the condi-
tion that an article, either individually or in combination with oth-
ers, entails a Yes/No answer to question Q. Both the legal questions
and the Civil Code corpus are provided in Japanese, accompanied
by English translations.

Both the JNLP [10] andCAPTAIN [11] utilized BERT-base-Japanese
models fine-tuned for employing ensemble strategies across their
submissions. JNLP initially generated a ranked list by ensembling
predictions from multiple BERT checkpoints. Their subsequent
runs involved distinct LLMs2 for post-processing: one run used
Mistral with prompting for final selection, another employed Ran-
kLLaMA to re-score top candidate pairs, and the third utilized Orca
and Qwen for list refinement, also incorporating results from the
Mistral run to improve recall. Similarly, the CAPTAIN approach
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Figure 3: Overall architecture of the proposed framework for
Statute Law Retrieval.

involved ensembling, initially using top BERT checkpoints. How-
ever, their refinement primarily focused on filtering results using
LLM prompting with Flan T5, applied either to the BERT ensemble
output or to results generated by a fine-tuned MonoT5 re-ranker.
CAPTAIN’s final submissions often resulted from ensembling these
differently filtered result sets.

4.2 Methodology
Given the remarkable success and demonstrated semantic profi-
ciency of contemporary open-source LLMs on diverse information
retrieval and question-answering benchmarks, we posit that strate-
gically combining these powerful pre-trained models presents a
highly promising approach for addressing the specific demands of
this legal retrieval task. Consequently, our methodology prioritizes
the effective utilization and ensemble of existing publicly avail-
able LLM architectures instead of creating specialized models from
scratch. The illustration of our proposed method is presented in
Figure 3.

Core Retrieval Architecture: Our approach utilizes two main cat-
egories of models: Bi-Encoders and Cross-Encoders. For the Bi-
Encoder group, models including bge, e5, stella, and NV-Embed
are employed to generate independent vector representations (em-
beddings) for questions and legal articles separately. Subsequently,
cosine similarity is calculated between these respective embedding
pairs to produce an initial relevance ranking score. The Cross-
Encoder group, using models like bge-reranker and gte-reranker
variants, processes question-article pairs jointly, inputting them
simultaneously into the model to directly compute a score reflecting
their correlation or relevance.

Tree-based Ensemble: Trains a LightGBM (LGBM) model using
relevance scores from multiple base retrieval models as input fea-
tures. The trained LGBM then predicts a final relevance score for
each query-article pair, capturing non-linear relationships between
the base model outputs.

Grid Search Weighted: Identifies the top N performing base mod-
els on a development set. Performs a grid search to find optimal
weights (𝑤1, ...,𝑤𝑁 ) that maximize performance when linearly
combining the scores of these top models.

𝑆𝑐𝑜𝑟𝑒𝑓 𝑖𝑛𝑎𝑙 =

𝑁∑︁
𝑖=1

𝑤𝑖 ∗ 𝑆𝑐𝑜𝑟𝑒𝑀𝑖 (6)

Table 5: Results of Statute LawRetrieval task in COLIEE 2025.

Team F2 Precision Recall
JNLP_RUN1 0.8365 0.8037 0.8744
CAPTAIN.H2 0.8301 0.8333 0.8516
INFA 0.6917 0.7671 0.6826
mpnetAIIRLab 0.6674 0.3562 0.8858
OVGU3 0.6041 0.6347 0.6142
UIwa 0.5816 0.5856 0.5890
UA-mpnet 0.2540 0.0986 0.4361
Our runs
NOWJ.H2 0.7702 0.7572 0.8086
NOWJ.H1 0.7311 0.7352 0.7511
NOWJ.H3 0.7069 0.7534 0.7100

Similarity-Informed Voting Ensemble: For a given test query Q,
first retrieves the most similar queries 𝑄𝑠𝑖𝑚 from historical data.
Then, evaluates the performance of each base model (𝑀𝑖 ) on 𝑄𝑠𝑖𝑚 .
Finally, aggregates the predictions of the base models for Q, weight-
ing each𝑀𝑖 contribution based on its measured historical accuracy
on similar queries 𝑄𝑠𝑖𝑚 .

4.3 Experimental Setup
Our approach utilizes a diverse set of pre-trained Bi-Encoder and
Cross-Encoder models from the Hugging Face Hub. Bi-Encoders are
used for efficient initial candidate retrieval, while Cross-Encoders
refine these results through more precise re-ranking. To enhance
overall performance, we employ three ensemble strategies that
combine the relevance scores produced by these models for our
final submissions.

We submitted three runs based on different ensemble techniques:
• Run 1: Employed a LightGBM model trained on scores de-
rived from all base models to predict final relevance.

• Run 2: Applied optimized linear weights, found via grid
search, to combine scores from three selected top-performing
base models: NV-Embed-v1, multilingual-e5-large-instruct,
bge-reranker-large.

• Run 3: Used query similarity, calculated via bi-encoder
model, multilingual-e5-large, to dynamically weight base
model predictions based on historical performance on simi-
lar queries.

4.4 Result and Discussion
The results of our ensemble method are presented in the Table 5.
Analysis of the results reveals that the Run 2 method achieved the
highest efficacy F2, which is 0.7702, leveraging a strategy centered
on the linear combination of scores from only three top-performing
base models, with weights optimized via grid search. This sug-
gests that the selection of high-quality input signals coupled with
meticulous optimization, even when employing a straightforward
methodology, proved pivotal for success, particularly with the high
Recall score of 0.8086, making a substantial contribution to the F2
metric. Run 1, which employed a more sophisticated LightGBM
model across all base models, yielded suboptimal performance, F2 is
0.7311, potentially attributable to the introduction of noise from less
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effective models or inherent challenges in optimizing this potent
ensemble model over the larger set of inputs. Run 3 proposed a more
advanced concept involving dynamic weight adjustment predicated
on query similarity, yet exhibited the lowest performance, F2, which
is 0.7069. The inherent complexity of this approach, compounded
by potential difficulties in precisely quantifying query similarity
or in effectively leveraging historical performance data, seemingly
impeded its practical efficacy relative to the more straightforward
ensemble strategies.

5 Task 4: Legal Textual Entailment
5.1 Task Overview
This task aims to develop a Yes/No question-answering system
given a legal question 𝑞 and relevant articles 𝐴 = {𝑎1, ..., 𝑎𝑛}, in
which 𝑛 ≥ 1. The training set contains triplets {𝑞,𝐴, 𝑙𝑎𝑏𝑒𝑙}, in
which 𝑙𝑎𝑏𝑒𝑙 ∈ R2, 𝑙𝑎𝑏𝑒𝑙 = {𝑌, 𝑁 }. In the inference phase, the system
is assessed by answering unseen queries. The official evaluation
metric for this task is Accuracy, which is computed by the number
of correct answer queries divided by the total number of queries.

Last year, most teams utilized the in-context learning capabilities
of various LLMs (e.g., FlanT5, Qwen, Llama, GPT-3.5) and com-
bined their outputs for post-processing. The CAPTAIN team[11] se-
cured first place with data augmentation and LLM fine-tuning using
LoRA. The runner-up team, JNLP[10], experimented with prompt-
ing across multiple LLMs—Qwen 14B, Mistral 7B, Flan-Alpaca, and
FlanT5—employing a voting ensemble approach. Therefore, to pre-
vent data leakage, i.e., test queries appearing in the model’s training
set, only open-source LLMs released before July 2024 are allowed
in this year’s competition.

5.2 Methodology
Inspired by recent advancements in legal text processing [4, 5, 12],
the proposed framework leverages the in-context learning capabil-
ity of open-source LLMs (i.e. Qwen-2, Llama-3, Mixtral) to address
the problem of textual inference in legal text. The framework con-
tains four main phases: prompt construction, LLMs deployment,
answer processing, and majority voting as presented in Figure 4.

Answer Processing Majority Voting

Prompt Construction

Zero-shot

Few-shot

Qwen-2

Llama-3

Mixtral

LLMs Deployment

Figure 4: The overall LLMs-based framework for Legal Tex-
tual Entailment.

Prompt Construction. :We construct the prompt collection follow-
ing both zero-shot and few-shot, parallel prompting. For few-shot
prompting, article-shared questions are selected as examples for the
LLMs. If the query shares no article with others, the examples are
identified based on semantic similarity, computed by a bi-encoder
architecture.

Finally, the LLM input can be defined as follows:

𝐼𝑛𝑝𝑢𝑡 = [𝑆𝑦𝑠𝑡𝑒𝑚, 𝐼𝑛𝑠𝑡, 𝑃𝑟𝑒𝑚𝑖𝑠𝑒, 𝐻𝑦𝑝𝑜𝑡ℎ𝑒𝑠𝑖𝑠, 𝐸𝑥𝑎𝑚𝑝𝑙𝑒𝑠] (7)

in which 𝑆𝑦𝑠𝑡𝑒𝑚 is the system prompt (e.g “You are an overthink-
ing legal assistant who always gives the best advice.”), 𝐼𝑛𝑠𝑡 is the
step-by-step guidance to solve the task, 𝐸𝑥𝑎𝑚𝑝𝑙𝑒𝑠 are similar sam-
ples extracted from the training set, 𝑃𝑟𝑒𝑚𝑖𝑠𝑒 and 𝐻𝑦𝑝𝑜𝑡ℎ𝑒𝑠𝑖𝑠 are
replaced by relevant articles and question respectively.

LLMs Deployment. Qwen-2, Llama-3, and Mixtral are chosen as
the backbone models since they are the best LLMs that meet the
release date constraint. In the prompt template, the placeholders
premise and hypothesis are replaced with the question and article
content. If multiple relevant articles exist, they are concatenated to
form a single hypothesis base. Finally, LLM follows instructions and
examples in the input to generate responses, which may include
simple binary answers or explanations.

Answer Processing. A scanning function is designed to extract
binary answers based on specific patterns (e.g., “TRUE”, “FALSE”).
Since responses include explanations, reasoning paths, and noise,
the function first identifies the “CONCLUSION” section in the text
before extracting the answer. If the extracted answer matches posi-
tive patterns, it returns “Y”; otherwise, it returns “N”.

Majority Voting. Finally, the extracted answers are combined
following the majority voting method to improve performance and
reliability. The voting operator can be defined as follows:

𝐹𝑖𝑛𝑎𝑙_𝑎𝑛𝑠𝑤𝑒𝑟 =𝑚𝑜𝑑𝑒 (𝐴𝑛𝑠𝐿𝑙𝑎𝑚𝑎, 𝐴𝑛𝑠𝑄𝑤𝑒𝑛, 𝐴𝑛𝑠𝑀𝑖𝑥 ) (8)

5.3 Experimental Setup
The COLIEE 2025 benchmark includes 1,206 training samples and
74 testing samples, extracted from the Japanese Bar Exam. The
proposed method is evaluated on the COLIEE 2023 and 2024 bench-
marks containing 101 and 109 samples, respectively. The official
evaluation metric for Legal Textual Entailment is accuracy.

We implemented the 4-bit quantized version of Qwen-2.5-72B-
Instruct8, Llama-3-70B-Instruct9, and Mixtral-8x7B-Instruct-v0.110.
The temperature is set at 0 to ensure consistency among generations.
The maximum length of responses is 800 tokens. Based on the
evaluation results, we prepare three settings for submissions as
follows:

• Run 1: Qwen-2 and legal few-shot prompting.
• Run 2: Majority voting of Qwen-2, Llama-3, Mixtral and legal
zero-shot prompting.

• Run 3: Majority voting of Qwen-2, Llama-3, Mixtral and legal
few-shot prompting.

5.4 Result and Discussion
Table 6 presents the evaluation results of the proposed method on
the development set. The highest accuracy is achieved using legal
few-shot prompting, scoring 0.8217 on COLIEE 2023 and 0.8623
on COLIEE 2024. However, the effectiveness of few-shot prompt-
ing is inconsistent and unreliable. Additionally, LLM performance
remains similar across most experiments. To improve robustness,
we combined LLM outputs using the majority voting method and
submitted both few-shot and zero-shot prompting runs.

8https://huggingface.co/Qwen/Qwen2-72B-Instruct
9meta-llama/Meta-Llama-3-70B-Instruct
10mistralai/Mixtral-8x7B-Instruct-v0.1
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Table 6: Results of the proposed method on the evaluation
set.

Model Few-shot COLIEE 2023 COLIEE 2024
Qwen-2-72B ✓ 0.7227 0.8623

✗ 0.7326 0.8073
Llama-3-70B ✓ 0.7326 0.7522

✗ 0.7920 0.7889
Mixtral-8x7B ✓ 0.8217 0.7339

✗ 0.7722 0.7981

Table 7: The official leaderboard of the Legal Textual Entail-
ment task.

Team Correct Accuracy
KIS3 66 0.9041
CAPTAIN2 60 0.8219
JNLP002 59 0.8082
UA2 57 0.7808
KLAP.H2 56 0.7671
NOWJ.run1 54 0.7397
NOWJ.run2 54 0.7397
NOWJ.run3 54 0.7397
OVGU1 54 0.7397
RUG_V1 48 0.6575
AIIRLLaMA 44 0.6027
BaseLine 37 0.5068

The official ranking for the Legal Textual Entailment task is
shown in Table 7. This year, 10 teams participated, submitting a
total of 30 runs. Unexpectedly, all of our runs achieved an accu-
racy score of 0.7397, securing 6th place on the leaderboard. Despite
their strong in-context learning abilities, LLMs still struggle with
real-world challenges such as Legal Textual Entailment in COLIEE.
Future work should focus on enhancing the performance and ro-
bustness of LLM-based methods through data augmentation and
fine-tuning, particularly in handling complex legal reasoning and
reducing inconsistencies in model predictions.

6 Pilot Task: Legal Judgment Prediction
6.1 Task Overview
This task addresses legal judgment prediction in Japanese tort cases,
where plaintiffs claim that defendants’ actions constitute a tort,
while defendants contest these claims. It consists of two sub-tasks:

• Tort Prediction (TP): Given undisputed facts (𝑈 ) and ar-
guments from plaintiffs (𝑃 ) and defendants (𝐷), the goal is
to predict whether the judge affirms the tort (𝑇 , a Boolean
value). TP is evaluated using accuracy, measuring the pro-
portion of correctly predicted cases.

• Rationale Extraction (RE): Identifies which arguments
were accepted by the judge. The task predicts Boolean se-
quences (𝑅𝑃 , 𝑅𝐷 ), indicating accepted arguments in 𝑃 and 𝐷 .
RE is evaluated using the micro-F1 measure.

In short, Pilot Task requires predicting (𝑇, 𝑅𝑃 , 𝑅𝐷 ) from (𝑈 , 𝑃, 𝐷).

Table 8: Statistics of data in the Legal Judgment Prediction
task.

Train set Test set

No. samples 6508 812
Average facts / Case 1.33 1.37
Max facts / Case 134 26
Average plaintiff claims / Case 3.87 3.82
Max plaintiff claims / Case 111 130
Average defendant claims / Case 3.45 3.49
Max defendant claims / Case 86 50
No. samples without facts 3764 414
No. samples without plaintiff claims 454 33
No. samples without defendant claims 1321 106
No. samples without both claims 144 1
No. samples without facts and both claims 1 0
No. samples with facts and both claims 2215 335

Plantiff Arguments

P

Defendant Arguments

D

Undisputed Facts

Hierarchical Language Model +
CRFPre-processing

Filtering

Cleaning

Heuristic Processing

LLMs PredictionClustering

Figure 5: The overall architecture for Legal Judgment Predic-
tion.

6.2 Methodology
A brief data analysis was conducted to understand the dataset. In
this task, a training set and a test set are provided by the organizers.
The dataset is provided in JSONL format, with each case consisting
of undisputed facts, claims from both parties and the final court
decision. In the test set, the accepted status of claims and the final
court decision are hidden and require predictions.

As shown in Table 8, the training set is more detailed, containing
a notably higher maximum number of facts per case, with 134
facts, compared to the test set, which only has 26. Additionally,
the training set includes a larger proportion of cases with missing
attributes, with 3764 cases missing undisputed facts, representing
approximately 58% of the training dataset. Only 2215 cases, or 34%
of the training dataset, are complete with all three attributes, which
may impact the model’s ability to generalize.

Figure 5 illustrates the overall architecture of our proposed
framework for Legal Judgment Prediction. We adopt two differ-
ent approaches. The first utilizes a hierarchical language model
combined with a Conditional Random Field (CRF) layer, followed
by a heuristic-based post-processing step designed to refine predic-
tions. The second approach leverages the reasoning capabilities of
advanced large language models (LLMs), which are prompted to
perform judgment prediction on clustered case inputs. .

Pre-processing: The dataset contains samples that may be missing
one, two, or all three attributes: undisputed facts, plaintiff claims,
or defendant claims. In the training set, we remove samples that
are missing two or more of these attributes and retain the rest. This
results in 1246 samples being discarded due to missing two or more
attributes, which accounts for about 19% of the original training
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set. The remaining samples are used for further processing using
our methods.

Our primary approach employs a hierarchical language model,
following the Inter-Span Transformer (IST) architecture [19], which
captures both word-level and span-level representations of legal
texts. At the word-level encoder, we use ModernBERT-Ja-310M 11, a
large variant of ModernBERT [18] trained on a high-quality corpus
of Japanese and English texts. ModernBERT [18], an improved ver-
sion of BERT[3], integrates local and global attention mechanisms
to efficiently handle long sequences while maintaining computa-
tional efficiency. It also incorporates Rotary Positional Embeddings
(RoPE) [16], further improving performance across various NLP
tasks. Claims and facts of each tort are first processed through the
word-level encoder to generate contextual embeddings. The span-
level Transformer [17] then captures interactions among claims,
where each claim representation is enriched with fact, party-type,
and positional embeddings. The TP task is framed as a binary clas-
sification problem, while RE is treated as a sequence labeling task.
To model dependencies between closely related claims, particularly
those from the same side, we incorporate a Conditional Random
Field (CRF) layer [6], ensuring that claim predictions remain con-
sistent within a party’s argument.

To refine predictions, we introduce post-processing heuristics for
both sub-tasks. In TP, if one party has both more accepted and fewer
unaccepted claims than the other, the predicted decision is reversed
to favor the dominant side. Once the final TP decision is established,
RE predictions are refined by ensuring consistency within each
party: if the number of accepted claims exceeds unaccepted ones by
at least 𝑥 times (optimized via grid search), the unaccepted claims
are adjusted to accepted, and vice versa.

To promote explainability, we propose a clustering-based ap-
proach that organizes claims into semantically coherent subar-
guments. First, claims from both sides are embedded using the
paraphrase-multilingual-MiniLM-L12-v2 model12, a pretrained sen-
tence transformer [14]. The embeddings are then clustered using
HDBSCAN [1], a density-based algorithm that groups similar claims
while leaving outliers unclustered. Undisputed facts are incorpo-
rated into these clusters to provide additional context. Each sub-
argument is independently assessed by DeepSeek-V313, a large
language model, to generate predictions for both TP and RE. The
final TP decision of the tort is determined through a voting mecha-
nism, where the side with the most winning subarguments prevails.
For RE, unclustered claims inherit the majority stance of their re-
spective party to maintain consistency. The entire case is treated
as a single cluster if no clusters are formed.

6.3 Experimental Setup
Our primary approach employed a hierarchical transformer ar-
chitecture using ModernBERT-Ja-310M as the word-level encoder,
followed by a span-level Transformer with 8 layers and 8 attention
heads. The model was trained for 18 epochs using the AdamW[8]

11https://huggingface.co/sbintuitions/modernbert-ja-310m
12https://huggingface.co/sentence-transformers/paraphrase-multilingual-MiniLM-
L12-v2
13https://huggingface.co/deepseek-ai/DeepSeek-V3

Table 9: The official leaderboard of the Legal Judgment Pre-
diction task.

Team Accuracy
CAPTAIN 76.5%
KIS 71.3%
NOWJ (run 2) 67.1%
omega 66.6%
NOWJ (run 1) 63.8%
NOWJ (run 3) 59.7%
OVGU 55.3%
LLNTU 54.1%

(a) Tort Prediction

Team F1 score
KIS 71.2%
CAPTAIN 70.6%
NOWJ (run 2) 69.2%
omega 69.1%
LLNTU 68.2%
NOWJ (run 1) 68.1%
OVGU 65.7%
NOWJ (run 3) 55.9%
(b) Rationale Extraction

optimizer with a learning rate of 6𝑒−6 and a linear warmup sched-
ule over 10% of the total training steps. We combined binary cross-
entropy loss for TP and CRF loss for RE, weighted by a factor𝛼 = 0.4.
Each input case was processed with a maximum of 64 claims, where
individual claims were truncated to 64 tokens and the aggregated
undisputed facts were limited to 512 tokens. The decision threshold
for TP classification was optimized via grid search on the validation
set with an optimal value of 0.3838. The RE post-processing thresh-
old was also determined through grid search, with 𝑥 = 2 selected as
the optimal value. For our clustering-based approach, we generated
claim embeddings using paraphrase-multilingual-MiniLM-L12-v2
and performed HDBSCAN clustering with at least two claims per
cluster, using cosine similarity as the distance metric.

We submitted three settings as follows:

• Run 1: We utilize the hierarchical language model archi-
tecture with ModernBERT-Ja-310M and a span-level Trans-
former, predicting TP as binary classification and RE with a
CRF layer, without additional post-processing.

• Run 2: We enhance Run 1 by incorporating the outlined
post-processing heuristics.

• Run3:We implement the proposed clustering-basedmethod,
embedding claims with paraphrase-multilingual-MiniLM-
L12-v2, clustering via HDBSCAN, and assessing clusters with
DeepSeek-V3 for TP and RE predictions, followed by our pro-
posed voting mechanism to determine the final TP decision.

6.4 Result and Discussion
Our heuristic post-processing step in run 2 yielded notable improve-
ments, achieving 67.1% accuracy in TP and 69.2% F1 score in RE,
representing gains of 3.3 and 1.1 percentage points, respectively,
over run 1. These improvements validate our hypothesis that main-
taining consistency between claim patterns and final decisions can
enhance model performance. Our clustering-based approach (run
3) underperformed with 59.7% TP accuracy and 55.9% RE F1 score,
suggesting that while semantic clustering provides explainability,
it may oversimplify the complex relationships in legal argumenta-
tion. This performance gap highlights the importance of structural
dependencies in legal reasoning. Consequently, our best approach
(run 2) secured third place in both sub-tasks, with a 9.4 percentage
point gap in TP accuracy and a 2.0 percentage point gap in RE F1
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score compared to the top-performing team. Future work could con-
sider alternative model architectures, integrating legal-reasoning
prompts with LLMs, and developing structured clustering methods
to enhance both performance and explainability.

7 Conclusion
In COLIEE 2025, the NOWJ team successfully developed and de-
ployed innovative methodologies across all five competition tasks,
notably securing the highest performance in Task 2 (Legal Case
Entailment) by integrating hierarchical retrieval methods with con-
textualized re-ranking using Large LanguageModels (QwQ-32B and
DeepSeek-V3). Our multi-stage ensemble framework, combining
embedding-basedmodels and advanced LLM-based techniques, con-
sistently showed effectiveness in managing complex legal reasoning
and retrieval scenarios. Results demonstrate the clear advantage of
combining embedding precision, transformer-based summarization,
and deep contextual reasoning through generative language mod-
els. Future research should continue exploring model fine-tuning,
improved ensemble strategies, and enhanced prompt engineering to
further advance the interpretability, accuracy, and generalizability
of legal information systems.
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Abstract
This paper presents the JNLP team’s approaches for the COLIEE
2025 competition, addressing all four legal information process-
ing tasks: case law retrieval, case law entailment, statute law re-
trieval, and statute law entailment. Our systems leverage a hybrid
framework that synergistically combines classical information re-
trieval (IR) pipelines, fine-tuned Transformer-based models, and
instruction-tuned Large Language Models (LLMs) for deep legal
reasoning. For case law retrieval (Task 1), we enhance a proposition-
based ranking model by integrating lexical and structural-semantic
features. For case law entailment (Task 2), we adopt a two-stage
pipeline: we fine-tune re-rankers with hard-negative sampling and
refine predictions using few-shot prompted LLMs. In statute law
retrieval (Task 3), we implement a three-stage pipeline consisting
of embedding-based pre-retrieval, LoRA/QLoRA-based fine-tuning,
and model ensembling. For statute law entailment (Task 4), we ex-
plore zero-shot, few-shot, and reasoning ensemble prompting using
models like Qwen2-72B to generate well-justified yes/no answers.
Experimental results show that our methods achieve top-tier perfor-
mance across multiple tasks in the official COLIEE 2025 evaluation.
Our findings highlight the practicality and effectiveness of integrat-
ing lightweight IR models with large-scale LLMs for high-stakes
legal NLP applications.

CCS Concepts
• Information systems → Expert systems.
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1 Introduction
The Competition on Legal Information Extraction/Entailment (COL-
IEE) is an annual benchmark that drives research in legal natural
language processing by defining challenging tasks on case law and
statute law [23, 27]. Four tasks are featured: legal case retrieval
(Task 1), which asks systems to find prior cases supporting a new
case; legal case entailment (Task 2), which requires identifying spe-
cific paragraph(s) in a precedent case that entails the decision of a
query case; statute law retrieval (Task 3), which involves retrieving
relevant statutory articles for a yes/no legal question; and statute
law entailment (Task 4), a yes/no question answering task deter-
mining if a given statute resolves the query. These tasks address
real-world needs in the legal domain: retrieving on-point prece-
dents is essential for attorneys and judges to ensure consistent,
well-founded arguments, and accurately answering legal questions
against statutes can assist in legal decision support (e.g., automating
parts of the bar exam). However, automating these tasks is difficult
because legal documents have intricate structures, domain-specific
terminology, and often implicit reasoning steps [22].

Large Language Models (LLMs) have recently opened a new fron-
tier for legal NLP [11, 23]. In the last two years, COLIEE participants
began to harness the few-shot reasoning capabilities of generative
LLMs. Notably, Nguyen et al. [24] (CAPTAIN team) demonstrated
*Equal Contribution
+Corresponding author
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that prompting an instruction-tuned LLM can capture the complex
relations between a query case and statutes, helping win the statute
entailment task in COLIEE 2024. Similarly, other teams integrated
LLMs into their pipelines: for instance, Nighojkar et al. [25] used a
Flan-T5-XXL model with carefully designed prompts and voting
to achieve strong performance in statute law QA. These successes
highlight the growing role of foundation models in legal reasoning
tasks, as LLMs can parse and summarize legal texts, then apply
general reasoning to determine relevance or entailment.

In this paper, we present the JNLP team’s approach for COLIEE
2025, addressing all four tasks with tailoredmethodologies that com-
bine the strengths of classical retrieval systems, fine-tuned trans-
formers, and instruction-following large language models (LLMs).
For case law retrieval (Task 1), we extend a proposition-based sim-
ilarity ranking framework with enhanced lexical and semantic
features, incorporating BM25 and SAILER scores [14]. For case law
entailment (Task 2), we employ hard-negative sampling to fine-
tune re-ranking models and apply a two-stage filtering pipeline
that leverages few-shot prompting with LLMs. In statute law re-
trieval (Task 3), we construct a multi-stage pipeline combining
dense retrieval, gradient-boosted relevance classification, RankL-
Lama re-ranking, and LoRA/QLoRA-based fine-tuning. For statute
law entailment (Task 4), we design a reasoning-augmented prompt-
ing framework using zero-shot, few-shot, and reasoning ensemble
strategies with models like Qwen2-72B [1]. Our system achieves
top-tier performance across tasks, demonstrating the effectiveness
of hybrid pipelines that strategically integrate efficient retrieval
techniques with powerful LLM-based legal reasoning. The follow-
ing sections review related work and outline how our approach
advances the state of the art in legal information retrieval and
entailment.

2 Related Work
2.1 Case Law Retrieval and Entailment
Over recent years, legal case retrieval and entailment have evolved
significantly through the adoption of neural ranking architectures.
In COLIEE 2022, the UA team [28] leveraged paragraph-level em-
beddings to assess semantic similarity between queries and can-
didate cases. Other teams incorporated external knowledge [9] or
fused lexical matching with semantic understanding [5], highlight-
ing the trend toward richer representations. The 2023 competition
introduced more advanced pipelines. THUIR [16] developed a legal-
domain encoder-decoder model, while JNLP [4] and IITDLI [7]
adopted a two-step strategy: initial document retrieval using classi-
cal models (e.g., BM25), followed by re-ranking using fine-tuned
language models or LLMs. In COLIEE 2024, the TQM team [15]
advanced this further by combining lexical and dense retrieval
features—along with simple heuristics like document length—and
feeding them into a learning-to-rank framework with customized
preprocessing and postprocessing filters.

In Task 2 (case law entailment), ensemble techniques have be-
come dominant. In COLIEE 2022, NM [30] topped the leaderboard
by integrating scores from a fine-tuned MonoT5 and a zero-shot
version. JNLP [5] achieved second place by enhancing retrieval
with abstract meaning representation (AMR) and combining it with
LegalBERT and BM25-based signals. The CAPTAIN system [22]

refined this in 2023 by applying hard-negative mining with MonoT5
and aggregating multiple model checkpoints. THUIR [16] imple-
mented a multi-stage pipeline—starting with BM25 and QLD, fol-
lowed by contrastive learning and ensemble integration. In COLIEE
2024, AMHR [25] achieved top performance using a MonoT5 model
fine-tuned on the MSMARCO dataset with hard negatives mined
by both BM25 and previous MonoT5 predictions.

2.2 Statute Law Retrieval and Entailment
Task 3 in COLIEE focuses on retrieving relevant Japanese Civil Code
articles. In 2022, HUKB [35] fine-tuned BERT on legal texts and
applied data augmentation to better align article and query repre-
sentations. CAPTAIN [22] led the 2023 challenge with an ensemble
of BERT-Japanese and MonoT5, combined with data filtering to
improve retrieval precision. In 2024, the same team [24] extended
this by introducing prompting with Flan-T5 to filter low-quality
outputs and enforce consistency across retrieved statutes.

For Task 4 (statute law entailment), early systems focused on
binary classification using pre-trained language models. JNLP [5]
benchmarked models like ELECTRA, RoBERTa, and LegalBERT,
and introduced negation-aware data augmentation. LLNTU [19]
proposed a novel input formatting strategy using concatenation and
a longest uncommon subsequence metric. By 2023, generative LLMs
emerged: JNLP [4] employed zero-shot prompting with Flan-T5 and
Alpaca-T5 to generate direct answers from query-article pairs. The
2024 champion, CAPTAIN [24], used LLM-based summarization
of statute articles with filtering heuristics to guide Flan-T5-XXL in
producing reliable entailment predictions.

3 Problem Formalization
3.1 Task 1
Legal Case Retrieval is a foundational task in legal practice, en-
abling practitioners to identify previous cases that support a given
legal case. This capability is significant for legal professionals in
collecting well-supported and persuasive arguments, and equally
important for judges and courts in ensuring that decisions are
consistent, fair, and grounded in established case law. A robust
retrieval system not only promotes transparency but also enhances
the accuracy and efficiency of legal proceedings.

Formally, given a query legal document q, the objective is to
retrieve a set of relevant precedent cases, or notice cases, denoted
as 𝑅 = {𝑟1, 𝑟2, ...}, from a shared pool of candidate cases 𝐷 =

{𝑑1, 𝑑2, ...}. The candidate set 𝐷 remains the same for all queries,
while the number of relevant notice cases for each query may vary.

3.2 Task 2
The goal of this task is to automatically determine which para-
graph(s) in a noticed (cited) case text entail a given decision ex-
tracted from a new query case. Let 𝑄 denote a query, which corre-
sponds to the "decision" of a new legal case. Although referred to as
a "decision", 𝑄 is a textual segment representing a judicial conclu-
sion rather than a final ruling. Let 𝑁 denote the noticed case that
contains multiple paragraphs. Denote the set of paragraphs within
𝑁 as 𝑃 = {𝑝1, 𝑝2, ..., 𝑝𝑚}, where each 𝑝𝑖 is a unique paragraph.
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In the COLIEE settings, a legal textual entailment system aims
to identify the specific set of paragraphs 𝑃 ⊂ 𝑃 that entails 𝑄 . En-
tailment in this context indicates that 𝑝𝑖 ∈ 𝑃 semantically justifies
or supports the proposition stated in 𝑄 . Although a noticed case
might contain multiple paragraphs that partially overlap with 𝑄 ,
the dataset identifies a single paragraph (or occasionally a small set
of paragraphs) that is deemed central to entailing the decision. The
principal objective is to maximize the accuracy of identifying the
paragraph 𝑝𝑖 in the noticed case that correctly entails the decision
𝑄 . In practice, this task serves as a simplified version of judicial
decision prediction, focusing on the step where a judge’s conclusion
𝑄 can be traced back to specific paragraph(s) in a cited precedent
(𝑁 ).

3.3 Task 3
Automatically identifying and retrieving the most relevant legal
provisions for a given query becomes essential in the legal domain
to ensure accurate and efficient access to statutory information. An
article 𝐴 is considered "Relevant" to a query 𝑄 if the information
contained within 𝐴 allows this query 𝑄 to be answered with a
simple "Yes" or "No", meaning that this article logically entails the
query’s meaning. A major challenge arises from the necessity to
evaluate a large set of legal articles {𝐴1, 𝐴2, . . . , 𝐴𝑛}, where𝑛 can be
in the hundreds. Besides, certain queries𝑄 may require information
aggregated from multiple articles, further introducing additional
complexity to the retrieval process.

Under these conditions, this task involves building systems ca-
pable of legal reasoning and understanding the entailment rela-
tionship. Assuming a scenario with one query article and a set of
legal articles, these systems must predict which candidate articles
from the corpus entail the decision of the query case, indicating
a supporting legal precedent. As a result, the output is a list of
articles that entail the query case, reflecting a valid legal precedent
relationship.

3.4 Task 4
The goal of this task is to develop a question answering system
for legal queries, based on entailment from relevant legal articles,
with answers restricted to “Yes” or “No”. To determine the correct
answer, the system must align the conditions described in the law
with those presented in the query and infer the outcome based on
the legal consequences stated in the articles. However, the com-
plexity of legal language and the limited availability of training
data make it challenging to accurately determine the entailment
relationship between queries and legal texts.

To address this, we designed a system that takes a legal query
𝑄 and a set of relevant statute articles 𝐴 as input. The system
processes these inputs through a function 𝑓 , producing an internal
representation 𝑋 = 𝑓 (𝑄,𝐴). Based on 𝑋 , the system generates a
binary answer 𝑌 ∈ {“Yes”, “No”}. The objective is to maximize the
likelihood of generating a correct answer, formalized as maximizing
the conditional probability 𝑃 (𝑌 | 𝑋 ).

Top-k Precision Recall F1-score
100 0.030 0.7663 0.058
200 0.017 0.8547 0.033

Table 1: Performance of BM25 in retrieving top-k candidate
cases.

4 Methodology
4.1 Task 1
In this task, we develop a framework that based on the proposed
model of team UMNLP [6] in Task 1 of the COLIEE 2024 compe-
tition. The UMNLP team proposed a pairwise similarity ranking
framework by training a feedforward neural network to perform
a binary classification task, based on a multitude of features from
each query-candidate case pair. This approach first extracts statis-
tical and semantic features from each case after performing pre-
processing tasks, then comparing these case-level features to obtain
a set of numerical features for each query-candidate case pair.

Rather than utilizing the full content of legal documents, the
features are derived from propositions—statements that encap-
sulate the claims supported by citations. These propositions are
concise, third-person summaries presented in an objective tone.
Their extraction is guided by specific placeholders (e.g., "FRAG-
MENT_SUPPRESS") found within the query documents. The au-
thors employed a custom dataset along with sequence-to-sequence
Transformers models to identify and generate these propositions.
Subsequently, a fully connected feedforward neural network was
trained to perform a binary classification task, assigning a label of 1
to notice cases and 0 to non-relevant cases. This trained model was
then applied to test case pairs, ranking them based on the likelihood
of being a notice case, followed by heuristic filtering to produce the
final predicted results.

To further improve the performance of the framework, we extend
the feature set with two new features: BM25 scores and SAILER
[14] scores. BM25 is a ranking function that is used in information
retrieval to estimate the relevance of a document to a given search
query while the SAILER model incorporates the structural informa-
tion inherent in legal documents and emphasizes key legal elements,
mirroring the approach of legal professionals when reviewing cases.
With applying two features, the model can capture lexical-matching
information from BM25 scores and the semantic and structural in-
formation from the SAILER scores. Moreover, unlike the original
framework, which directly applies to all the candidate documents,
we first filter the relevant candidates based on BM25 scores due to
an observation that by filtering with top candidates based on BM25
scores, the system can achieve competitive recall scores, creating
a good foundation for the following re-ranking steps. The table 1
shows the performance of BM25 on Task 1 COLIEE 2024 test dataset.
By retrieving the top 100 candidates, BM25 achieves a recall of 76%,
effectively reducing the search space for the subsequent re-ranking
process.

Figure 1 illustrates an overview of our system. In summary, our
proposed framework includes the following components:

59



COLIEE 2025, June 20, 2025, Chicago, USA Hai Nguyen∗ , Hiep Nguyen∗ , Trang Pham∗ , Minh Nguyen, An Trieu, Dinh-Truong Do, Nguyen-Khang Le, and Le-Minh Nguyen+

BM25

Top 100
Candidates

Proposition
Extractor

Query case
Proposition

Feature
Extractor

Features

Feedfoward
Network

Similar
Score

1

> Threshold?

0

Yes

No

Query caseCandidate
Cases

Figure 1: Task 1 System Overview

• Retrieval We rank the candidate cases via BM25 scores and
select top candidates

• Proposition Extraction We re-produced the proposition
extraction model in the work of the UMNLP team by fine-
tuning a T5-transformers sequence-to-sequencemodel. Then
we extract the proposition for each query legal case.

• Re-ranking We train a re-ranker as a binary classifier to
assess the relevance between a query case’s proposition and
a candidate case. During training, feature vectors are ex-
tracted for each proposition–candidate pair and input into
a feed-forward neural network to predict whether the pair
is relevant. The training data is divided into training and
validation sets, and the model is optimized using early stop-
ping based on F1-score performance on the validation set. A
relevance threshold is predefined: if the model’s output prob-
ability exceeds this threshold, the pair is labeled as relevant
(1); otherwise, it is labeled as non-relevant (0). The optimal
threshold is selected via grid search on the validation set.

4.2 Task 2
Three distinct runs (jnlp_001, jnlp_002, jnlp_003) were submitted
for Task 2: Legal Case Entailment. All runs utilized the official
COLIEE dataset, and the methodology emphasis on two key com-
ponents: (1) fine-tuning model with hard negative sampling and (2)
two-stage filtering with LLM.

4.2.1 Fine-Tuning with Hard Negative Sampling. Figure 2 depicts
the fine-tuning process for our models. Given a set of triplets

Query case

Noticed case

Entailing
Paragraphs

Non-entailing
Paragraphs

Embedding Model
(BM25, TF-IDF,

BGE, ...)

Negative Sampling

Fi
ne

-tu
ni

ng

Figure 2: Hard-negative Sample Fine-tuning

(𝑄, 𝑁, 𝑝∗), where 𝑄 denotes the query case, 𝑁 is the noticed case,
and 𝑝∗ are the gold paragraphs that support the query. During the
model fine-tuning process, hard negative samples were employed.
Specifically, for each query, the negative samples were drawn from
paragraphs in 𝑁 that were non-entailing yet exhibited contextual
similarity to the gold paragraphs. The context similarity is based
on an intermediate representation (embedding), which can be the
model itself if the model is an embedding model or an external
representation such as BM25, TF-IDF, NVEmbed, etc. By using
these closely matched (but incorrect) paragraphs as negative in-
stances, the fine-tuning process compelled the models to focus on
fine-grained semantic cues that separate valid from invalid entail-
ments.

4.2.2 Two-Stage Filter with Large Language Model. Our third sub-
mission integrated a two-stage filtering process, combining two
models to further refine the set of candidate paragraphs. First, a
fine-tuned re-ranking model applied a relatively lenient thresh-
old to filter out obviously irrelevant paragraphs, thereby retaining
plausible candidates. Next, an LLM applied a second filtering step.
In this step, we explicitly designed few-shot prompts (figure 3) to
query a large instruction-tuned model, enabling it to determine
if the candidate paragraph entailed the query. By incorporating
this multi-model approach, the workflow aimed to reduce false
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Few-shot filtering prompt.

Given a query and a document, determine if the document is
really relevant to the query. Here are some examples:
# Example 1:
Query: ...
Relevant document: ...

# Example 2:
Query: ...
Relevant document: ...

# Example 3:
Query: ...
Relevant document: ...

# Following the above examples, answer the question.
Query: ...
Document: ...

Question: does the document really relevant to query?
Please provide the answer as ’yes’ or ’no’.

Figure 3: Few-shot filtering prompt.

negatives through a permissive first filter while improving preci-
sion through the final re-ranking performed by the large language
model.

4.3 Task 3
Inspired by prior works [23, 24], this work adopts a multi-stage
retrieval pipeline designed to enhance both effectiveness and effi-
ciency. In particular, we emphasize the utilization of large language
models as the foundation for constructing this pipeline. Our pro-
posed framework consists of three distinct stages: pre-retrieval,
model fine-tuning, and result ensemble. Figure 4 describes the
overview of our pipeline.

Stage 1: Pre-retrieval. Directly identifying relevant articles
from a large legal corpus poses a significant challenge due to the
expansive search space. One effective strategy for addressing this
issue is to remove the articles that have low relevance levels to the
query. Motivated by this approach, we establish a set of filtering
steps aimed at eliminating the least important articles and retaining
only top-𝑘 (e.g. 𝑘 = 50) candidates. This methodology ensures a
high recall rate while substantially reducing the volume of data for
subsequent stages. Experimental results indicate that our proposed
method can archive recall rates higher than 95% while narrowing
down the search space for the next phases of the pipeline.

Building upon the previous work [29], we adopt a binary classi-
fication approach using Gradient Boosting [10] applied on multi-
dimensional text embeddings to filter the top 100 most relevant
articles for a given query. Specifically, we use BGE-M3 1 [21] to
extract the dense text vectors for both the articles and the query.
We then compute the L1 distance between the query vectors and

1 https://huggingface.co/BAAI/bge-m3

Article Corpus

Query

Filter top 100 relevant articles
using Gradient Boosting classifier on distance embeddings

Further remove 50 least relevant articles
using RankLLama re-ranker model

Fine-tune SOTA models
to determine a query-article pair is relevant or not

Ensemble model's predictions
using weighted sum approach 

Stage 1
Pre-retrieval

Stage 2
Model Fine-tuning

Stage 3
Result Ensemble

Figure 4: A multi-stage retrieval pipeline to extract relevant
articles for a given query input in Task 3.

all of the provided articles in the corpus. These distance vectors are
subsequently organized into bins, with a maximum of 76 bins. A
gradient-boosting classifier is then trained on these binned distance
features to determine the relevance of query-article pairs. Due to
the inherent class imbalance phenomenon, where the irrelevant
(negative) pairs dominate relevant (positive) ones, we apply over-
sampling to the relevant pairs by replicating them 300 times to
make the dataset more balanced. Finally, we keep only 100 articles
that have the highest predicted probability of being relevant to a
query.

Following the initial filtering step that identifies the top 100 rele-
vant articles, we further refine the selection by removing 50 articles
contributing the least to the recall score. In this step, we lever-
age RankLLama 2 [20], a model originally fine-tuned for passage
re-ranking, which demonstrated the effectiveness in the previous
competition [23]. RankLLama is employed to assign the relevance
scores for the query-article pairs. Based on these scores, only the
top 50 articles with the highest scores are retained for the subse-
quent stages. Experiments show that this model can effectively
discard the less relevant articles produced from the previous step
without a catastrophic performance drop in overall performance.

2 https://huggingface.co/castorini/rankllama-v1-7b-lora-passage
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Stage 2: Model Fine-tuning. In this stage, we fine-tune a batch
of state-of-the-art large language models to perform binary classifi-
cation, determining whether a given query-article pair is relevant
or not. To enable the fine-tuning process of these billion-parameter
models while minimizing computational overhead, we employ the
use of parameter-efficient adapter fine-tuning techniques, namely
LoRA [12] and QLoRA [8].

The dataset used for this stage is derived from the output of
Stage 1, consisting of approximately 50 candidate articles per query.
To achieve more robust fine-tuned models, we augment this dataset
by including all ground-truth relevant articles for each query, even
though they may be discarded from the previous stage in our
pipeline. Due to the nature of the task, the resulting dataset exhibits
a significant class imbalance: on average, each query is associated
with only one or two positive samples, compared to roughly 50
negative samples. To alleviate this problem, we simply apply the
up-sampling strategy again, replicating each positive sample three
times for a query instance while maintaining the original number
of negative samples. This approach helps to improve the model’s
ability to correctly identify relevant documents.

Stage 3: Result Ensemble. To enhance the robustness and
overall performance of the final result, we employ an ensemble
strategy that combines the outputs of the models fine-tuned in the
previous stage. Particularly, a weighted sum approach is utilized to
aggregate the individual model predictions. The optimal weights
for these models are automatically tuned using the Optuna [3]
framework.

4.4 Task 4
In this task, for each legal query, we begin by constructing a set of
input sequences that combine the query with its relevant legal arti-
cles. These sequences are then provided to a Large Language Model
(LLM), which is prompted to generate an answer accompanied by
an explanation. Finally, we collect these responses and prompt the
LLM again to determine the final binary answer — either "Yes" or
"No"— based on the reasoning provided. For the answer generation
phase, we apply three different prompting strategies: Zero-shot,
Few-shot, and Reasoning Ensemble.

Zero-shot: In this setting, we construct input sequences by
pairing each legal query with its relevant articles, with different
prompts. The LLM is then asked to produce an answer along with
an explanation for each sequence. These generated responses are
stored for both the final decision step and for use as reference
samples in the other settings.

Few-shot: In this setting, we guide the LLM using 𝑘 example
samples drawn from the Zero-shot responses. These samples help
steer the LLM toward generating more accurate answers for new
queries. This process involves four steps, as in the figure 5:

(1) Select correct answers and corresponding explanations from
the Zero-shot setting to construct an example pool.

(2) Use Dense Passage Retrieval to find 𝑘 examples whose legal
queries are most similar to the current query.

(3) Construct an input sequence by combining the retrieved ex-
amples (queries, relevant articles, answers, and explanations)
with the current query and its relevant articles.

(4) Feed the final input sequence into the LLM and collect the
generated response.

Figure 5: Overview of few-shot setting.

Reasoning Ensemble: In this setting, we aggregate the answers
and explanations from 𝑘 different Zero-shot input sequences for a
given legal query. These are combined into a single input sequence,
which is then passed to the LLM. The model is asked to synthesize
the collected reasoning and generate a single, final answer.

5 Experimental Results
5.1 Task 1
We use the dataset in Task 1 of the COLIEE 2024 Competition. We
utilize the train dataset as our training dataset and the test dataset is
used as our evaluating dataset. For baselines, we apply the following
models

• BM25: Utilizing BM25 scores with Python implementation
from pyserini [18]

• Histogram-BGE: A framework that uses the BGE model
[21] to obtain the histogram of similarities between the para-
graphs of the query document and the candidate document.
We use the BGE model to embed each paragraph in a legal
document, and then for each pair of a query document and
a candidate document, we calculate the cosine similarity
among the paragraphs of the above two documents. From
the obtained cosine similarities, we group the scores into a

62



JNLP@COLIEE 20225: Hybrid LLM-based Framework for Legal Information Retrieval and Entailment COLIEE 2025, June 20, 2025, Chicago, USA

Model Precision Recall F1-score

BM25 0.1496 0.2702 0.1926
Histogram-BGE 0.1533 0.3924 0.2204
UMNLP 0.3786 0.4373 0.4058

JNLP&fe1 (ours) 0.4339 0.4078 0.4205
JNLPr&fe1 (ours) 0.4336 0.4135 0.4233
JNLPr&fe2 (ours) 0.4310 0.4238 0.4274

Table 2: Evaluation results on the dataset.

10-bins histogram and use this as features for a binary clas-
sifier to predict whether the candidate document is similar
to the query document.

• UMNLP: We use the reported result of the UMNLP [6] team
in Task 1 of the COLIEE 2024 Competition.

In task 1, precision, recall and F1-score are used to evaluate per-
formance. In this evaluation, micro-average is prefer rather than
macro-average.

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
Correctly retrieved cases(paragraphs) for all queries

Retrieved cases(paragraphs) for all queries

𝑅𝑒𝑐𝑎𝑙𝑙 =
Correctly retrieved cases(paragraphs) for all queries

Relevant cases(paragraphs) for all queries

F1-score =
2 × 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
For Task 1 of the COLIEE 2025 Competition, we submited three

runs
• jnlpr&fe1: Apply BM25 to filter candidates first with top-
100 candidates, then applying the our customized UMNLP
framework.

• jnlpr&fe2: Apply BM25 to filter candidates first with top-
200 candidates, then applying the our customized UMNLP
framework/

• jnlpfe1: Apply our customized UMNLP framework directly.
The table 2 illustrates the performance of the models on the eval-

uating dataset. Our proposed framework, enhanced with additional
features, outperforms the baseline methods. Incorporating a can-
didate filtering step based on BM25 scores yields an improvement
over applying the framework without prior filtering. Our frame-
work claims the first and second ranks in Task 1 of the COLIEE
2025 Competition.

5.2 Task 2
We used the highest ranking in the previous year COLIEE 2024 com-
petition as our baseline [AMHR COLIEE 2024 entry: legal entail-
ment and retrieval]. This group employed 2 methodologies for this
task. The best performed approach entailed finetuning a monoT5
model pretrained on the MSMARCO dataset, supplemented with
hard negative mining through BM25 and another monoT5 model.
From the resulting predictions, the top two paragraphs were se-
lected if their ratio of similarity score fell below a grid searched
threshold of 6.619; otherwise, only the highest-scoring paragraphs
was chosen. The training data consists of triplets (𝑄, 𝑁, 𝑝∗), where

Team File F1 Precision Recall

JNLP jnlpr&fe2.txt 0.3353 0.3042 0.3735
JNLP jnlpr&fe1.txt 0.3267 0.2945 0.3667
UQLegalAI uqlegalair3.txt 0.2962 0.2908 0.3019
UQLegalAI uqlegalair2.txt 0.2957 0.2903 0.3013
UQLegalAI uqlegalair1.txt 0.2940 0.2886 0.2996

NOWJ

prerank_dense_bge
-rerank_bge_ft_llm2vec
_major_vote.txt 0.1984 0.1670 0.2445

AIIR Lab task1.aiirmpmist5.txt 0.2171 0.2040 0.2319

NOWJ
prerank_dense_bge
-rerank_bge_ft.txt 0.1708 0.1605 0.1825

AIIR Lab task1.aiircombmnz.txt 0.1879 0.2317 0.1580
AIIR Lab task1.aiirmpmist3.txt 0.1872 0.2308 0.1575

NOWJ
prerank_dense_
llm2vec_llama31_8b.txt 0.1580 0.1485 0.1688

JNLP jnlpfe1.txt 0.1597 0.1307 0.2052
OVGU task1_ovgu2.txt 0.1498 0.1743 0.1313
UB_2025 run2.txt 0.1363 0.1955 0.1046
UB_2025 run3.txt 0.1171 0.1818 0.0864
UB_2025 run1.txt 0.1051 0.0572 0.6379
SIL submission_sil_–_run_results.txt 0.0058 0.0054 0.0063
UA ua_run3.txt 0.0000 0.0000 0.0000
UA ua_run2.txt 0.0000 0.0000 0.0000
UA ua_run1.txt 0.0000 0.0000 0.0000
OVGU ignore_task1_ovgu1.txt 0.0000 0.0000 0.0000

Table 3: Performance of submitted systems on Task 1 COLIEE
2025

𝑄 represents a query case, 𝑁 is the set of multiple paragraphs from
the noticed(cited) case, and 𝑝∗ is the set of gold paragraphs those
entail𝑄 . Eachmodel employed hard negative sampling during train-
ing: for a given query, negative samples were retrieved from the
paragraphs those are non-entailing but contextually similar to the
gold paragraph. This strategy increases the the model’s ability to
distinguish subtle semantic differences between correct and incor-
rect paragraphs. Following standard practice, the models were then
fine-tuned on the 2024 training data. Table 4 depicted the official
test results.

Table 4: Evaluation results for Task 2 submissions.

Team Run F1 Precision Recall
NOWJ nowj003 0.3195 0.3788 0.2762
NOWJ nowj002 0.2865 0.2976 0.2762
NOWJ nowj001 0.2782 0.2650 0.2928
OVGU task2_ovgu2 0.2454 0.2759 0.2210
JNLP jnlp_002 0.2412 0.2000 0.3039
JNLP jnlp_003 0.2400 0.2708 0.2155
AIIR_Lab task2crossaiirlab 0.2368 0.2927 0.1989
AIIR_Lab task2mergeaiirlab 0.2229 0.2632 0.1934
OVGU task2_ovgu3 0.1965 0.2692 0.1547
AIIR_Lab task2mt5aiirlab 0.1930 0.2050 0.1823
CAPTAIN run2 0.1882 0.2547 0.1492
CAPTAIN run1 0.1812 0.2453 0.1436
JNLP jnlp_001 0.1779 0.2500 0.1381
UA submission3 0.1778 0.2090 0.1547
CAPTAIN run3 0.1712 0.2252 0.1381
UA submission1 0.1712 0.2252 0.1381
OVGU task2_ovgu1 0.1708 0.2400 0.1326
UA submission2 0.1736 0.2077 0.1492
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For the first submission (jnlp_001), two transformer-based mod-
els were employed: castorini/monot5-large-msmarco-10k a
large T5 variant specialized for re-ranking tasks; and google/flan-
t5-xxl - a large instruction-tuned T5 model. The monoT5 model
was fine-tuned on the 2024 training dataset with hard negative sam-
pling. After generating candidate paragraphs with the fine-tuned
monoT5 model, Flan-T5-XXL was prompted with a few demonstra-
tion examples (namely few-shot prompting) enabling it to rank the
results based on the probability of generating the "yes" token. The
final submission was done through hyperparameter search based
on the 2024 test data.

For the second submission (jnlp_002), we employed a single
re-ranking model: BAAI/bge-reranker-v2-minicpm-layerwise.
This is a re-ranking model designed to handle bilingual (or multilin-
gual) generative embeddings (BGE). As in jnlp_001, the model was
fine-tuned on the 2024 training data with hard negative sampling.
Following fine-tuning, the system performed inference on candi-
date paragraph. The selection threshold was determined through a
hyperparameter search on the 2024 test data.

For the final run (jnlp_003), we combined two models in a multi-
stage filtering and re-ranking workflow. The re-ranking model was
BAAI/bge-reranker-v2-minicpm-layerwise, and identical to
the jnlp_002 run in terms of fine-tuning on the 2024 training data
with hard negative sampling. This model was used as the first
step to filter out paragraphs deemed irrelevant, using a relatively
low threshold to retain plausible candidates. From the paragraphs
shortlisted by the bge-reranker model, a second filter step used the
Qwen2.5-32B-Instruct model. Few-shot prompts were manually
designed and applied accross all queries.

5.3 Task 3
Dataset Settings. In this study, we utilize only the English-translated
version of the queries and the corresponding civil law articles. The
queries whose ID prefixes are R04 and R05 are chosen for valida-
tion and the public test sets, respectively. All of the remaining data
provided is used for training purposes across the various stages of
our pipeline.

Evaluation Metrics. F2 measure is employed for this task. The
F2 measure is a variation of the traditional F1 score, commonly
used in classification and information retrieval tasks to balance
precision and recall. However, unlike the F1 score, the F2 measure
weights the recall score twice as important as the precision score.
As a result, systems that retrieve a greater number of relevant
documents—albeit with the inclusion of some irrelevant ones—will
achieve a higher F2 score. Therefore, the primary objective of this
task is to maximize recall while maintaining an acceptable level of
precision.

Models to Fine-tune in Stage 2. We employ a diverse set of
models with varying sizes and underlying architectures for the
experiments. Detailed specifications of these models are presented
in Table 5. The selected models can be broadly divided into two
groups: (1) Text embedding models which are designed to generate
the dense high-dimensional representation for a given text input
and (2) Casual language models which are trained on the next-token
prediction objective.

Model Name Model Type

e5-mistral-7b-instruct3 [33, 34] Text embedding model
gte-Qwen2-7B-instruct4 [17] Text embedding model
SFR-Embedding-2_R5 [31] Text embedding model
gemma-2-9b-it6 [32] Casual language model
gemma-2-27b-it7 [32] Casual language model
Phi-3-medium-4k-instruct8 [2] Casual language model
Mistral-7B-Instruct-v0.29 [13] Casual language model
monot5-3b-msmarco-10k10 [26] Casual language model
Qwen2-7B-Instruct11 [1] Casual language model

Table 5: Base models for fine-tuning in Stage 2 of Task 3.

Official Test Results. The results of our three official submis-
sions can be found in Table 6. Our best-performing submission,
JNLP_RUN1, achieves the highest ranking in this Task 3. In this
configuration, rather than ensembling all of the nine fine-tuned
models listed in Table 5, we selectively ensemble only four models,
i.e., e5-mistral-7b-instruct, gemma-2-9b-it, gemma-2-27b-it, and
Phi-3-medium-4k-instruct, because this subset yields the highest
F2 score on the validation set. Regarding JNLP_RUN2, we ensemble
all of the nine fine-tuned models. However, this approach results
in a noticeable decline in the F2 score, likely due to the abundance
of models causing the overfitting problem. Finally, for JNLP_RUN3,
the model configuration remains the same as JNLP_RUN1 but the
data settings are different. Specifically, R05 is used as both the vali-
dation and public test sets. The remaining data, i.e., including the
R04 set, is used for fine-tuning the four models. This configuration
produces the lowest F2 score among all submissions, suggesting
that incorporating the R04 set for fine-tuning the models is not
optimal, hence the performance is hurt.

Development Results. Table 7 presents a comparative analysis
between our proposed framework and the top-ranked submissions
from the competitions of the previous years. Overall, our pipeline
continuously outperforms the top solutions on both the R04 and R05
sets by a large margin. Furthermore, our method also demonstrates
a high degree of consistency between the validation and the test
sets with neat performance gaps across the runs.

Experimental Results of the Stage-1 Module. The effective-
ness of our proposed method for the pre-retrieval stage is demon-
strated through empirical evaluation. Specifically, our approach
can manage to archive the recall rate of 98.46% on the R04 set and
95.38% on the R05 set while keeping only 50 articles for a query.
These outcomes not only highlight the efficacy of combining a text

3 https://huggingface.co/intfloat/e5-mistral-7b-instruct
4 https://huggingface.co/Alibaba-NLP/gte-Qwen2-7B-instruct
5 https://huggingface.co/Salesforce/SFR-Embedding-2_R
6 https://huggingface.co/google/gemma-2-9b-it
7 https://huggingface.co/google/gemma-2-27b-it
8 https://huggingface.co/microsoft/Phi-3-medium-4k-instruct
9 https://huggingface.co/mistralai/Mistral-7B-Instruct-v0.2
10 https://huggingface.co/castorini/monot5-3b-msmarco-10k
11 https://huggingface.co/Qwen/Qwen2-7B-Instruct
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Submission F2 Precision Recall

JNLP_RUN1 (Ours) 0.8252 0.7928 0.8626
CAPTAIN.H2 0.8189 0.8221 0.8401
CAPTAIN.H3 0.8093 0.7894 0.8468
CAPTAIN.H1 0.7993 0.8086 0.8198
JNLP_RUN2 (Ours) 0.7757 0.7173 0.8288
JNLP_RUN3 (Ours) 0.7755 0.7320 0.8153
INFA 0.6824 0.7568 0.6734
mpnetAIIRLab 0.6584 0.3514 0.8739
mistralRerank 0.5978 0.3198 0.7928
OVGU3 0.5959 0.6261 0.6059
OVGU2 0.5878 0.6014 0.5946
NVAIIRLab 0.5854 0.3018 0.7883
UIwa 0.5738 0.5777 0.5811
UImeta 0.5715 0.5709 0.5811
UIthr 0.5646 0.5946 0.5608
OVGU1 0.4609 0.4572 0.4730
UA-gte 0.2558 0.1000 0.4369
UA-mpnet 0.2506 0.0973 0.4302
UA-bm25_allMini 0.2085 0.0784 0.3649

Table 6: Performance comparison on the official test set R06
of Task 3.

Run R04 R05

CAPTAIN.Missq [22] (COLIEE 2023) 0.7569 -
JNLP.constr-join [23] (COLIEE 2024) - 0.7408

JNLP_RUN1 (Ours) 0.8017 0.8114
JNLP_RUN2 (Ours) 0.7943 0.7997
JNLP_RUN3 (Ours) - 0.7780

Table 7: Comparison of F2 scores against top solutions from
previous competitions of Task 3.

embedding model, a classical machine learning classifier, and a re-
ranker model but also present a compelling strategy for developing
a high-performance per-retrieval system in the legal domain.

5.4 Task 4
For Task 4, we conducted experiments using only the English-
translated versions of the queries and civil law articles provided
by the COLIEE 2025 organizers. This decision was made to ensure
consistent language inputs and avoid the variability introduced by
machine translation.

In the few-shot setting, we constructed an example pool consist-
ing of 231 queries, each accompanied by its corresponding answer
and reasoning. This pool served as in-context demonstrations to
guide the model’s predictions during inference. For each input
query, we collect 3 examples from the example pool to guide LLM
on how to answer the query. Across all experimental configurations,
we utilized the Qwen2-72B-Instruct model to generate answers for
the legal queries. To support retrieval-augmented generation, we

employed the all-MiniLM-L6-v2 model as our dense passage re-
triever, enabling efficient retrieval of relevant legal articles for each
query.

The performance of each method on the private test of the previ-
ous COLIEE competition is shown in 8. We conducted experiments
on the 3 public test sets, which are R03, R04, and R05. According
to the experimental results, we see that the few-shot method gives
the most stable and high-performance result among the 3 methods.

Table 9 presents the official results of our three submitted runs
JNLP001, JNLP002, and JNLP003 on the Task 4 test set. Each run
was configured with a different setting: JNLP001 used the zeroshot
setting, JNLP002 employed the few-shot setting, and JNLP003
utilized the reasoning ensemble approach.

Table 8: Performance comparison of Task 4 across R03, R04,
and R05

R03 R04 R05
Zeroshot (ours) 77.06 79.21 80.73
FewShot (ours) 81.65 76.24 83.49
Reasoning Ensemble (ours) 80.73 71.29 78.90

Table 9: Performance of participating systems on the official
Task 4 test set

Team Correct Accuracy
KIS3 66 0.9041
KIS1 64 0.8767
LUONG01 63 0.8630
UIRunCoT 62 0.8493
KIS2 62 0.8493
CAPTAIN2 60 0.8219
UIRunLang 60 0.8219
JNLP002 59 0.8082
JNLP003 59 0.8082
CAPTAIN1 58 0.7945
CAPTAIN3 58 0.7945
UA2 57 0.7808
UA3 57 0.7808
JNLP001 56 0.7671
KLAP.H2 56 0.7671
UA1 55 0.7534
NOWJ.run1 54 0.7397
NOWJ.run2 54 0.7397
NOWJ.run3 54 0.7397
BaseLine 37 0.5068

6 Conclusions
In this work, we presented our approaches to address the retrieval
and entailment tasks for both legal case law and statute law in
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the context of the COLIEE 2025 competition. By combining clas-
sical machine learning techniques with fine-tuned large language
models and advanced prompting strategies, our systems are able
to perform both efficient information retrieval and sophisticated
legal reasoning. The strong performance of our proposed pipelines
on the official test sets underscores the value of integrating light-
weight retrieval frameworks with the interpretive strength of mod-
ern Transformer-based models. Furthermore, extensive experimen-
tation using automated hyper-parameter tuning contributes to the
optimization process of each component within our frameworks.
Our work highlights a promising direction for future legal support
systems: adaptable and fine-grain multi-stage pipelines that balance
performance and scalability for real-world legal applications.
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ABSTRACT
With the advancement of large language models (LLMs), natural
language processing (NLP) technologies are being rapidly applied
to the legal domain. In particular, LLMs have shown promising
performance in complex tasks such as legal reasoning and case
law analysis. However, systematic evaluations of LLMs on legal
entailment tasks in Japanese remain limited.

In this study, we apply prompt engineering techniques using
LLMs to COLIEE 2025 Task 4, a legal entailment recognition task
based on Japanese bar exam questions. Specifically, we compare
different prompt designs̶Zero-shot, Few-shot, and label-balanced
Few-shot̶and evaluate how label distribution and the number of
examples affect inference performance. We also propose a struc-
tured prompt incorporating Chain-of-Thought (CoT) reasoning, and
examine its effectiveness through comparison with existing meth-
ods.

Experimental results show that the Few-shot (Balanced) setting
achieved the highest average accuracy, with stable performance
at 𝑛 = 6. In addition, the proposed CoT-based prompt demon-
strated significant accuracy improvements, particularly for case-
type questions involving the application of legal provisions to spe-
cific factual scenarios.

CCS CONCEPTS
•Computingmethodologies→Natural language processing;
Few-shot learning; • Social and professional topics→ Legal as-
pects of computing.
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1 INTRODUCTION
Natural language processing (NLP) technology has been rapidly
adopted in the legal domain, gaining increasing attention for its
potential utility. In particular, large language models (LLMs) have
demonstrated strong performance not only in general NLP tasks
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but also in specialized, knowledge-intensive tasks such as legal rea-
soning and case law analysis. Notably, OpenAI’s GPT-4 reportedly
achieved a score exceeding the passing threshold for the Uniform
Bar Exam in the United States [3].

One of the major NLP tasks in the legal domain is the Compe-
tition on Legal Information Extraction and Entailment (COLIEE)
[1] [10] [9] [9] [7] [8] [15] [16] [14] [11] [5] [6], which has been
held annually. Among its tasks, Task 4 targets binary questions
from the Japanese bar examination (civil law) and aims to deter-
mine, whether a given question statement is legally valid, based on
the associated legal statutes.This so-called legal entailment task re-
quires the model to make judgments such as whether a particular
contractual act is valid under civil law.

This task cannot be solved through simple surface-level match-
ing or lexical processing; it demands deeper understanding of statu-
tory structure, applicability conditions, exception clauses, and log-
ical consistency between the statute and the facts presented in the
question. In COLIEE 2024 Task 4, a variety of approaches utilizing
LLMs have been proposed, many of which report improved accu-
racy and interpretability by incorporating few-shot prompting and
Chain-of-Thought (CoT) prompting techniques [4].

However, most existing studies are based on English-language
LLMs, and examples using models specifically designed for Japan-
ese remain limited. Given that Task 4 is conducted entirely in Japan-
ese, it is essential to systematically evaluate the capabilities of Japan-
ese LLMs and to investigate the design of effective prompts tailored
to them.

In this study, we explore the applicability of Japanese LLMs to le-
gal reasoning tasks through a prompt engineering‒based approach.
First, we compare three baseline prompting methods̶Zero-shot,
Few-shot, and Balanced Few-shot (which considers label distribu-
tion)̶and quantitatively evaluate how different prompt designs
impact task performance.

Second, to address problems involving the application of legal
statutes to complex factual scenarios, we propose a structured CoT
prompting framework.This approach encourages step-by-step rea-
soning, consisting of “fact analysis, statute selection, reasoning,
and conclusion,”with the aim of improving both inference stability
and accuracy.

However, due to the constraints on allowablemodels in the COL-
IEE 2024 formal run, the LLM we used did not respond effectively
to CoT-style prompts. As a result, our submitted system adopted a
simpler Few-shot prompt design.

Nevertheless, our proposed methods achieved high accuracy in
COLIEE 2024 Task 4, demonstrating the effectiveness of prompt
engineering in leveraging Japanese LLMs for legal reasoning tasks.
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2 RELATEDWORK
2.1 COLIEE
The Competition on Legal Information Extraction and Entailment
(COLIEE) is an international workshop held annually with the aim
of promoting research on natural language processing (NLP) tech-
nologies in the legal domain.The competition evaluates the perfor-
mance of automated question-answering systems, particularly in
the context of Japan’s bar examination.

COLIEE consists of four tasks: Task 1 and Task 2 focus on Cana-
dian case law, while Task 3 and Task 4 are based on Japanese bar
examination questions.

Task 3 involves retrieving relevant statutes for a given question,
whereas Task 4 is a legal entailment recognition task that deter-
mines, based on the given statutes, whether the question statement
is legally correct or incorrect.

This study focuses on Task 4.

2.1.1 COLIEE Task 4. In COLIEE Task 4, a set of relevant statutes
and a question based on the Japanese Civil Code are provided, and
themodel is required to determine whether the statement is legally
correct. A concrete example is shown in Figure 1. This task de-
mands not only the accurate interpretation of legal terminology
but also advanced reasoning capabilities to assess the applicability
conditions and exceptions of statutes, as well as the logical consis-
tency between the legal text and the factual scenario described in
the question.

#関連条文 / Relevant Statute
第六百九十八条
管理者は、本人の身体、名誉又は財産に対する急迫の危
害を免れさせるために事務管理をしたときは、悪意又は
重大な過失があるのでなければ、これによって生じた損
害を賠償する責任を負わない。
(Article 698: If the manager undertakes management of affairs
to avert imminent danger to the body, honor, or property of the
principal, they are not liable for any resulting damage unless
acting in bad faith or with gross negligence.)

#問題文 / Question Statement
車にひかれそうになった人を突き飛ばして助けたが、そ
の人の高価な着物が汚損した場合、着物について損害賠
償をする必要はない。
(A person who was about to be hit by a car was saved by being
pushed out of the way, but their expensive kimono was soiled in
the process. In such a case, there is no need to compensate for the
damage to the kimono.)

Figure 1: Example question (ID: H18-2-2, Gold label: Yes; the
original text is in Japanese)

Existing Approaches in COLIEE 2024 Task 4. In COLIEE 2024 Task 4,
many studies adopted approaches based on large language models
(LLMs). Fujita et al. [4] proposed a prompt design that explicitly
guides the model through the reasoning process, demonstrating

that such design can improve both performance and interpretabil-
ity. They also emphasized that transparency in the legal reasoning
process contributes to enhancing the trustworthiness of the model’
s answers.

Furthermore, Nguyen et al.[13] utilized Zero-Shot Chain-of-Thought
(CoT)[12] prompting, using simple instructions such as “Let’s think
step by step.”They proposed a method that reuses the output of
such prompts as examples in Few-Shot prompting, as well as a fine-
tuning approach using training data, both of which achieved high
performance.

2.2 Prompt Engineering
2.2.1 Zero-Shot / Few-Shot Prompting. Zero-shot prompting is a
method in which the model is given only instructions and input,
without any examples. In contrast, few-shot prompting provides
the model with a small number of illustrative examples, allowing
it to learn the structure of the task. This approach has been shown
to improve the consistency and accuracy of themodel’s outputs [2].
A comparison of the two prompting strategies is shown in Figure 2.

Zero-Shot Prompting
Instruction: Please answer whether the following sentence is
positive or negative.
Sentence: I am angry

Few-Shot Prompting
Instruction: Please answer whether the following sentence is
positive or negative.
Sentence: He is happy
Output: Positive
Sentence: She fell down
Output: Negative
Sentence: I am angry

Figure 2: Examples of Zero-Shot and Few-Shot Prompting

2.2.2 Chain-of-Thought (CoT). Chain-of-Thought (CoT)[17] is a
prompting method that instructs the model to explicitly output
the intermediate reasoning steps, rather than only the final answer.
This approach has been shown to improve accuracy, particularly
in tasks that require step-by-step reasoning. There are two com-
mon methods: providing actual reasoning examples in a few-shot
setting, or using simple instructions such as “Let’s think step by
step.”in a zero-shot setting[12]. An example is shown in Figure 3.

3 METHOD
In this study, we investigate a prompt engineering‒based approach
using large language models (LLMs) for COLIEE 2024 Task 4. All
methods adopt a unified format in which a relevant legal statute
and a question statement are given as input, and the model is re-
quired to determine whether the statement is correct or incorrect.

As one of our proposed methods, we develop a step-by-step
reasoning framework that incorporates Chain-of-Thought (CoT)
prompting.
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Question:
Roger has 5 tennis balls. He then buys two cans, each contain-
ing 3 tennis balls.
How many tennis balls does Roger have in total now?

Answer:
Roger initially had 5 balls. The two cans contain 3 balls each,
for a total of 6 balls.
5 + 6 = 11. Therefore, the answer is 11.

Figure 3: An example of Chain-of-Thought (CoT) prompting

Due to the COLIEE 2025 rule prohibiting the use of LLMs trained
on data collected after July 9, 2024 (JST)̶the day before the Japan-
ese bar exam̶we selected a compliant model (Swallow-70B) for
our formal run. Meanwhile, we explored Chain-of-Thought (CoT)
prompting in preliminary experiments using other models.

However, Swallow-70B did not reliably followCoT-style prompts.
Consequently, we submitted systems for the formal run that did
not use CoT, but instead employed simpler Zero-shot or Few-shot
prompting strategies.

Consequently, we submitted a system for the formal run that
employed a simpler Few-shot prompting approach, without using
CoT.

In the following prompt templates, placeholders enclosed in curly
braces (e.g., …) indicate where the corresponding input text was in-
serted during actual usage.

The list of methods implemented and evaluated in this study is
as follows:

• KIS: Formal Run Submissions
– KIS1: Zero-shot prompt
– KIS2: Few-shot prompt
– KIS3: Few-shot prompt with label balancing

• CoT: Chain-of-Thought Methods
– CoT-base: Baseline CoT prompt based on existing format
– CoT-ours: Structured CoT prompt using a fixed format

3.1 KIS: Formal Run Submissions
In this section, we describe the formal run submissions made by
our team, KIS, for COLIEE 2024.

3.1.1 KIS1: Zero-shot Prompt. In KIS1, we adopted a zero-shot prompt-
ing approach in which the pre-trained LLM is provided only with
task instructions, without any concrete examples.The prompt tem-
plate is shown in Figure 4.

3.1.2 KIS2: Few-shot Prompt. In KIS2, we employed few-shot prompt-
ing by including multiple examples (shots) within the prompt, aim-
ing to improve the model’s task understanding and reasoning ac-
curacy. The prompt template is shown in Figure 5.

In the few-shot setting, 𝑛 example instances (shots) were se-
lected based on the above template and inserted into the prompt.
To select these shots, we first generated sentence embeddings for
each training sample by concatenating the relevant statute and the

Zero-shot Prompt Template

関連条文に基づいて、問題文が正しいか誤っている
かを解答してください。
(Based on the relevant statute, please determine whether the
following statement is correct or incorrect.)

問題文が正しい場合は「解答:正しい」、誤っている
場合は「解答:誤り」と解答してください。
(If the statement is correct, answer with “解答:正しい”; if
it is incorrect, answer with “解答:誤り”.)

関連条文: {premise}
Relevant Statute: {premise}

問題文: {hypothesis}
Question Statement: {hypothesis}

Figure 4: Example of a zero-shot prompt template (original
text is in Japanese)

Few-shot Prompt Template

#指示 # (Instruction)
関連条文に基づいて、問題文が正しいか誤っている
かを解答してください。
(Based on the relevant statute, please determine whether the
statement is correct or incorrect.)

問題文が正しい場合は「解答:正しい」、誤っている
場合は「解答:誤り」と解答してください。
(If the statement is correct, answer with “解答:正しい”; if
incorrect, answer with “解答:誤り”.)

#入力 # (Input)
関連条文: {premise}
Relevant Statute: {premise}

問題文: {hypothesis}
Question Statement: {hypothesis}

#解答形式 # (Answer format)
解答: {label}
Answer: {label}

Figure 5: Example of a few-shot prompt template (original
text is in Japanese)
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question statement. Then, we calculated the cosine similarity be-
tween each training sample and the test case, and selected the top
𝑛 examples with the highest similarity scores.

3.1.3 KIS3: Few-shot Prompt with Label Balancing. KIS3 is an ex-
tension of the KIS2 method, in which label balance (i.e., correct/in-
correct) is explicitly considered during shot selection. Specifically,
the 𝑛 selected shots are adjusted such that half of them have the
label “correct”and the other half “incorrect.”

This design aims to mitigate output bias caused by imbalanced
label distributions within the prompt, thereby improving the stabil-
ity of the model’s reasoning. Apart from the label balancing strat-
egy, the overall prompt structure remains identical to that of KIS2.

3.2 Chain-of-Thought
3.2.1 CoT-ours. In this study, we propose a step-by-step reason-
ing framework based on Chain-of-Thought (CoT), aiming to im-
prove both the transparency and accuracy of legal reasoning.

A previousmethod by Fujita et al. [4] employed a two-step prompt-
ing structure consisting of (1) summarizing key points and (2) ref-
erencing relevant statutes. In contrast, our framework reorganizes
the reasoning process into the following four steps to enable more
advanced inference:

(1) Fact Analysis: Clearly identify the relevant facts of the
case.

(2) Statute Analysis: Organize the legal provisions necessary
for judgment in a structured manner.

(3) Reasoning: Logically evaluate the relationship between the
facts and statutes to derive a conclusion.

(4) Conclusion: State the final judgment. At the end, output
the answer in the specified format.

We expect that this structured CoT prompting approach will en-
hance the transparency of the reasoning process and improve the
accuracy of model outputs compared to previous methods.

Figure 6 shows the prompt templates for both the baseline Zero-
shot CoT and the proposed structured CoT.

4 EXPERIMENTS
In this chapter, we describe the experimental settings and results
conducted to evaluate the proposedmethods.The experimentswere
performed individually for the fivemethods introduced in theMethod
section: Zero-shot, Few-shot, Few-shot (Balanced), CoT-base, and
CoT-ours.

The target task is COLIEE Task 4, which is a binary classification
task. The model is required to determine whether a given state-
ment is legally correct or incorrect, with reference to the relevant
statutes.

4.1 Dataset
For the experiments, we used the training and test datasets pro-
vided in COLIEE 2025 Task 4. Although no model fine-tuning was
performed in this study, the training data was utilized to select ex-
amples for few-shot prompting.

To analyze year-by-year performance variation, we used eval-
uation data from seven years, spanning from 2018 to 2024 ̶that
is, 2018, 2019, 2020, 2021, 2022, 2023, and 2024. This corresponds to

CoT-base Prompt Template

関連条文に基づいて、問題文が正しいか誤っている
かをステップバイステップで解答してください。
(Based on the relevant statute, please answer step-by-step
whether the question statement is correct or incorrect.)

問題文が正しい場合は「解答:正しい」、誤っている
場合は「解答:誤り」と解答してください。
(If the statement is correct, answer with “解答:正しい”; if
incorrect, answer with “解答:誤り”.)

関連条文: {premise}
Relevant Statute: {premise}
問題文: {hypothesis}
Question Statement: {hypothesis}

CoT-ours Prompt Template

関連条文に基づいて、問題文が正しいか誤っている
かを以下の推論ステップに従って解答してください。
(Based on the relevant statute, please determine whether the
question statement is correct or incorrect by following the
reasoning steps below.)

推論ステップ: (Reasoning Steps)
1.問題文の事例（事実関係や人物関係）と論点を整
理する。
Clarify the facts and relationships in the question.
2.問題解決に必要な条文を整理する。
Identify and organize the relevant statutes for solving the
problem.
3.問題文の内容について、条文の要件に該当するか
検討し、導かれる効果を説明する。
Evaluate whether the facts meet the statutory requirements
and explain the resulting legal implications.
4.問題文の正誤を結論づける。そして、問題文が正
しい場合は「解答:正しい」、誤っている場合は「解
答:誤り」と解答してください。
State the final conclusion. If the statement is correct, answer
with “解答:正しい”; if incorrect, answer with “解答:誤り”.

関連条文: {premise}
Relevant Statute: {premise}
問題文: {hypothesis}
Question Statement: {hypothesis}

Figure 6: Prompt templates for CoT-base and CoT-ours (orig-
inal text is in Japanese)
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the same setting as previous COLIEE formal runs for the past seven
years, with 2024 representing the formal run setting for COLIEE
2025. In the dataset, case IDs follow the Japanese era naming con-
vention, where for example, H30 corresponds to 2018 (Heisei 30),
R01 to 2019 (Reiwa 1), and so on up to R06 for 2024.

Each sample in the training and test datasets consists of the fol-
lowing information:

• Relevant statute
• Question statement
• Label (Correct / Incorrect)

Evaluation Metric
We used accuracy as the evaluation metric to assess the perfor-
mance of eachmethod.Themodel outputs were analyzed to extract
either “解答:正しい”or “解答:誤り,”and accuracy was computed
based on exact matches with the ground truth labels.

4.2 KIS: Formal Run Submissions
4.2.1 LLM. For the formal run, we used the following large lan-
guage model:

tokyotech-llm/Llama-3.1-Swallow-70B-Instruct-v0.3 1

Thismodel is a 70B-parameter variant of Llama 3.1 that has been
further pre-trained on Japanese data, enabling high-accuracy re-
sponses in Japanese.

The generation settings were configured as follows:

• seed: 42
• max_model_len: 8192
• max_tokens: 1024
• temperature: 0.6
• top_p: 0.9

4.2.2 Few-shot Example SelectionMethod. In the few-shot prompt-
ing setting, examples (shots) were selected only from the data of
years prior to the target test year. Specifically, for a test year 𝑁 ,
shots were extracted from data up to and including year 𝑁−1.

The selection procedure was as follows:

(1) For each sample, we concatenated the relevant statute and
question statement, and converted the resulting text into a
sentence embedding using Sentence Transformers,
intfloat/multilingual-e5-large 2.

(2) We computed the cosine similarity between the test case and
each training sample.

(3) We selected the top 𝑛 examples with the highest similarity
scores as few-shot examples.

In the Few-shot (Balanced) setting, the selected𝑛 examples were
adjusted so that the number of examples labeled as “correct”and
“incorrect”was evenly split, i.e., 𝑛/2 examples for each label. This
was done to mitigate potential output bias caused by label imbal-
ance within the prompt and to improve the stability of the model’s
reasoning. The number of shots 𝑛 was varied from 1 to 6 for com-
parative evaluation.

1https://huggingface.co/tokyotech-llm/Llama-3.1-Swallow-70B-Instruct-v0.3
2https://huggingface.co/intfloat/multilingual-e5-large

4.3 CoT: Chain-of-Thought Methods
4.3.1 ComparisonMethods. TheCoT-basedmethods (CoT-base and
CoT-ours) were applied to the same COLIEE 2025 Task 4 question
set used in the formal run. Although a different LLM was used
for these post-hoc experiments, the data and evaluation procedure
were kept consistent with the other methods in this study.

We compared the following two types of step-by-step reason-
ing (Chain-of-Thought, CoT) approaches as baseline and proposed
methods:

• Zero-ShotChain-of-Thought (CoT-base):Azero-shot prompt-
ing method that encourages step-by-step reasoning using
simple instructions such as “Let’s think step by step.” [12]

• Proposed Chain-of-Thought (CoT-ours): Our proposed
method adopts a structured reasoning framework consist-
ing of three steps: fact analysis, statute analysis, and rea-
soning. While conventional approaches often follow a two-
step structure̶summarizing key points and referencing rel-
evant statutes̶our method is designed to enable more pre-
cise evaluation of the relationship between legal provisions
and the facts presented.

In this comparative experiment, we evaluated all methods un-
der the zero-shot setting, without using few-shot examples. While
few-shot prompting can be effective when the selected examples
are highly similar to the test case, it also poses the risk of leading
the model toward incorrect reasoning when the similarity is low.
Therefore, to isolate and examine the pure effect of step-by-step
reasoning, we adopted the zero-shot setting for all CoT-based eval-
uations in this study.

4.3.2 LLM. The following large language model (LLM) was used
for both the proposed and baseline methods:

cyberagent/Llama-3.1-70B-Japanese-Instruct-2407 3

This model is based on Meta’s Llama 3.1 70B and has been fur-
ther trained on Japanese data by CyberAgent. It was selected for
its strong instruction-following performance in Japanese.

The generation settings were configured as follows:
• max_new_tokens: 2048
• do_sample: False

5 RESULTS
In this chapter, we report the experimental results of both the pro-
posed and baseline methods. Accuracy was used as the evaluation
metric, and performance was calculated for each individual year.

5.1 KIS: Formal Run Submissions
Table 1 shows the results of the KIS team’s formal run submissions
for COLIEE 2025 Task 4. The team submitted outputs based on
three different prompt designs: Zero-shot (KIS1), Few-shot (KIS2),
and Few-shot with label balancing (KIS3).

Among them, KIS3 achieved the highest performance, correctly
answering 67 out of 74 questions, with an accuracy of 90.54

In this section, we present a comparison of accuracy across the
Zero-shot, Few-shot, and Few-shot (Balanced) methods.

3https://huggingface.co/cyberagent/Llama-3.1-70B-Japanese-Instruct-2407
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Table 1: COLIEE 2025 Task 4 formal run results (number of correct answers and accuracy)

run number of correct Accuracy run number of correct Accuracy

KIS3 67 0.9054 KLAP.H1 48 0.6486
KIS1 65 0.8784 OVGU3 47 0.6351
LUONG01 64 0.8649 RUG_V3 46 0.6216
UIRunCot 63 0.8514 AIIRLLaMA 45 0.6081
KIS2 63 0.8514 OVGU2 45 0.6081
CAPTAIN2 60 0.8108 RUG_V2 45 0.6081
JNLP002 60 0.8108 AIIRMistral 42 0.5676
JNLP003 59 0.7973 BaseLine 38 0.5135
CAPTAIN1 58 0.7838
CAPTAIN3 58 0.7838
UA2 58 0.7838
UA3 58 0.7838
JNLP001 57 0.7703
KLAP.H2 57 0.7703
UA1 56 0.7568
NOWJ.run1 55 0.7432
NOWJ.run2 55 0.7432
NOWJ.run3 55 0.7432
OVGU1 55 0.7432
RUG_V1 49 0.6622

Table 2: Accuracy (%) by year for the Zero-shot method.
Values in parentheses indicate the number of questions.

2018 2019 2020 2021 2022 2023 2024 Avg.
(70) (111) (81) (109) (101) (109) (74)

87.14 77.48 83.95 83.49 78.22 79.82 87.84 82.99

Results of Zero-shot Prompting. Thezero-shotmethod achieved sta-
ble performance overall. In particular, it recorded the highest accu-
racy of 87.14 in year 2018. On the other hand, the accuracy dropped
slightly in 2019 and 2022, indicating potential limitations in the
model’s generalization ability across different test years.

Table 3: Accuracy (%) by number of shots (𝑛) in the Few-shot
setting

𝑛 2018 2019 2020 2021 2022 2023 2024 Average

1 82.86 73.87 83.95 83.49 78.22 84.40 85.14 81.70
2 85.71 74.77 83.95 84.40 79.21 86.24 83.78 82.58
3 87.14 79.28 87.65 84.40 81.19 85.32 85.14 84.30
4 87.14 81.08 85.19 83.49 80.12 83.49 86.49 83.86
5 88.57 81.08 85.19 82.57 81.19 86.24 85.14 84.28
6 84.29 81.08 81.48 82.57 79.21 84.40 83.78 82.40

5.1.1 Results of Few-shot Prompting. Compared to the zero-shot
setting, the few-shot prompting approach demonstrated overall im-
provements in accuracy. In particular, high accuracy was observed
for 𝑛 = 3 and 𝑛 = 5, with 𝑛 = 3 achieving the highest score of 87.65
in 2020. On the other hand, the average accuracy slightly decreased
at 𝑛 = 6, suggesting that an excessive number of shots may nega-
tively affect reasoning performance.

Table 4: Accuracy (%) by number of shots (𝑛) in the Few-shot
(Balanced) setting

𝑛 2018 2019 2020 2021 2022 2023 2024 Average

2 87.14 81.08 85.19 84.40 79.21 85.32 87.83 84.31
3 85.71 78.37 85.19 83.49 82.18 84.40 85.14 83.50
4 85.71 80.18 87.65 86.24 81.19 85.32 86.49 84.68
5 87.14 83.78 86.42 84.40 79.21 85.32 89.19 85.07
6 84.29 82.88 87.65 83.49 81.19 86.24 90.54 85.18
7 85.71 81.08 86.42 83.49 81.19 84.40 87.84 84.30

5.1.2 Results of Few-shot（Balanced）Prompting. Few-shot (Bal-
anced) achieved more stable accuracy by balancing the label distri-
bution and demonstrated strong overall performance. In particular,
the average accuracy reached 85.18 at 𝑛 = 6, marking the highest
value among all settings. Even at 𝑛 = 6, the model exhibited out-
standing performance, with scores of 87.65 for 2020 and 86.24 for
2023.

These results indicate that few-shot prompting provides a clear
improvement over zero-shot prompting. Furthermore, incorporat-
ing label balancing in example selection helps stabilize model out-
puts. The consistently high performance observed in the range of
𝑛 = 4 to 𝑛 = 6 suggests that both the number of shots and the label
composition are critical factors in prompt design.

5.2 CoT: Chain-of-Thought
Next, we compare the performance of the proposed method in-
corporating step-by-step reasoning (CoT-ours) with the baseline
method, Zero-Shot Chain-of-Thought (CoT-base).
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Table 5: Comparison of CoT-based methods in terms of ac-
curacy (%)

Method 2019 2020 2021 2022 2023 2024 Average

CoT-base 74.77 85.19 81.65 78.22 85.32 79.73 80.81
CoT-ours 82.88 91.36 89.91 81.19 84.40 81.08 85.14

CoT-ours outperformed CoT-base in terms of overall average
accuracy. Notable improvements were observed in 2019 through
2022. On the other hand, the result for 2023 was slightly lower
than that of CoT-base, which may be attributed to differences in
question characteristics or reasoning complexity specific to that
year.

Overall, the results suggest that the proposed method, with its
structured step-by-step reasoning framework, is an effective ap-
proach for enhancing the legal reasoning capabilities of LLMs.

6 DISCUSSION
In this chapter, we provide a detailed analysis of the performance
differences and trends observed in the previous chapter. In particu-
lar, we examine how the number of shots in the Few-shot and Few-
shot (Balanced) settings affects model performance. Additionally,
we discuss the qualitative impact of prompt design on the reason-
ing process.

6.1 KIS: Formal Run Submissions
6.1.1 Evaluation Perspectives. To comprehensively compare the
performance of the few-shot-based methods, we defined the fol-
lowing four evaluation criteria:

• MaximumAccuracy:Thehighest accuracy recorded among
all test sets.

• MinimumAccuracy:The lowest accuracy recorded among
all test sets.

• Average Accuracy: The average accuracy across all years.
• 2023 Accuracy: The accuracy for 2023, which contains the

largest number of test samples.
Through these criteria, we evaluated not only the accuracy but

also the stability and reliability of each method in practical appli-
cations.

6.1.2 Analysis of Few-shot Prompting. In the Few-shot settingwith-
out label balancing, the highest average accuracy (84.30) was achieved
with 𝑛 = 3, which also recorded the highest score of 87.65 in 2020.
This suggests that high performance can be attained with a rela-
tively small number of shots.

Meanwhile, the highest score for 2023 (86.24) was obtainedwith
𝑛 = 5, indicating that increasing the number of shots may be effec-
tive when a sufficient amount of data is available. However, the
average accuracy dropped to 82.18 at 𝑛 = 6, revealing that an ex-
cessive number of shots may degrade the model’s reasoning per-
formance.

Overall, using 𝑛 = 3 to 𝑛 = 5 shots appears to be effective in
Few-shot prompting, with 𝑛 = 3 offering a particularly favorable
balance between accuracy and stability.

6.1.3 Analysis of Few-shot（Balanced）Prompting. In the Few-shot
(Balanced) setting, controlling the label distribution led to consis-
tent improvements in performance. In particular, the 𝑛 = 6 config-
uration can be highly evaluated based on the following points:

• Maximum Accuracy: 87.65 in 2020 (tied with 𝑛 = 4)
• Minimum Accuracy: 84.29 in 2018 (the highest minimum

value among all configurations)
• Average Accuracy: 84.29 (comparable to 𝑛 = 4 and 𝑛 = 5)
• 2023 Accuracy: 86.24 (highest among all 𝑛 values)

The configuration with 𝑛 = 6 demonstrates strong performance
in terms of both accuracy and stability, making it a promising op-
tion, particularly in scenarios that assume real-world deployment.

6.1.4 Overall Comparison of Methods. The overall evaluation of
the three prompting methods is as follows:

Zero-shot offers the simplest configuration while achieving a
reasonable level of accuracy, making it suitable as a baseline. How-
ever, its performance showed large fluctuations on more difficult
questions, indicating a lack of stability.

Few-shot demonstrated improved accuracy when the number
of shots was appropriately configured. In particular, the 𝑛 = 3 set-
ting offered a good balance between performance and implemen-
tation cost, making it an effective option.

Few-shot (Balanced) further enhanced stability by adjusting
label distribution. The 𝑛 = 6 configuration achieved consistently
high performance across all evaluation criteria, making it the most
suitable choice for practical applications.

In summary, for tasks requiring legal reasoning, few-shot prompt-
ing with label balancing provides the best trade-off between accu-
racy and stability. Among the configurations, 𝑛 = 6 was found to
be especially effective.

6.2 Qualitative Analysis of Few-shot
Prompting

To better understand the influence of few-shot prompting on the
reasoning process of large language models (LLMs), we conducted
a qualitative analysis on cases where the model gave an incorrect
answer in the zero-shot setting but produced the correct answer
when using few-shot prompting.

The example shown in Figure 7 (Question ID: R05-06-A) con-
cerns Article 132 of the Japanese Civil Code (Illegal Conditions).
In the zero-shot setting, the model failed to correctly interpret the
provision that “a legal act conditional upon refraining from an il-
legal act is also void,”and produced an incorrect judgment.

In contrast, under the few-shot setting, the prompt included a
similar example involving the same statute.This allowed themodel
to better understand the legal intent of the provision and arrive at
the correct answer. This result suggests that the auxiliary informa-
tion provided by few-shot examples enhanced the model’s ability
to interpret the statute and apply it appropriately.

Through few-shot prompting, the contextual meaning and inter-
pretative nuance of the statute were more effectively conveyed to
the model, enabling more accurate legal reasoning.
。
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Example of Correct Answer via Few-shot Prompting
(Question ID: R05-06-A)

問題 ID: R05-06-A,正解ラベル:正しい
Question ID: R05-06-A, Gold Label: Correct

関連条文:
第 132条（不法条件）：「不法な条件を付した法律行
為は、無効とする。不法な行為をしないことを条件
とするものも、同様とする。」
Article 132 (Illegal Conditions): ”A legal act with an illegal
condition shall be void. The same applies to a legal act that
is conditional upon refraining from an illegal act.”

問題文:
ＡがＢとの間で、Ｂが一定期間窃盗をしなかったら
１０万円をＢに与える旨の贈与契約を締結した場合
において、その期間窃盗をしなかったＢがＡに１０
万円の支払を請求したときは、Ａは、これを拒むこ
とができる。
A and B entered into a gift agreement stipulating that B
would receive 100,000 yen if B refrained from theft for a
certain period. After fulfilling this condition, B demanded
payment, but A refused.

Zero-shot出力:解答:誤り（False）←誤答
Zero-shot Output: Answer: Incorrect̶Incorrect Response

# Few-shotサンプル #
問題 ID: H24-6-I,正解ラベル:誤り
条文:第 132条（不法条件）：「不法な条件を付した法
律行為は、無効とする。不法な行為をしないことを
条件とするものも、同様とする。」
Article 132 (Illegal Conditions): ”A legal act with an illegal
condition shall be void. The same applies to a legal act that
is conditional upon refraining from an illegal act.”
問題 :不法な条件を付した法律行為は無効であるが、
不法な行為をしないことを条件とする法律行為は有
効である。
A legal act with an illegal condition is void, but a legal act
conditioned on not committing an illegal act is valid.

Few-shot出力:解答:正しい（True）←正答
Few-shot Output: Answer: Correct̶Correct Response

Figure 7:Qualitative analysis of reasoning improvement via
Few-shot Prompting (Question ID: R05-06-A; original text is
in Japanese)

6.3 Error Analysis
This section presents an example of a problem on which the model
made an incorrect prediction and analyzes the nature of the error.

Example of Model Error (Question ID: R01-2-I)

問題 ID: R01-2-I,正解ラベル:正しい
Question ID: R01-2-I, Gold Label: Correct

関連条文:
第二十八条：管理人は、第百三条に規定する権限を
超える行為を必要とするときは、家庭裁判所の許可
を得て、その行為をすることができる。
第百三条：権限の定めのない代理人は、次に掲げる
行為のみをする権限を有する。
一保存行為
二代理の目的である物又は権利の性質を変えない範
囲内において、その利用又は改良を目的とする行為
Article 28: The administrator must obtain permission from
the family court when performing acts exceeding the
authority under Article 103.
Article 103: An agent without expressly granted authority
may only perform: (1) preservative acts; (2) acts that do not
change the nature of the object or right but use or improve it.

問題文:
Aがその財産の管理人を置かないで行方不明となっ
たことから、家庭裁判所は、Bを不在者 Aの財産の
管理人として選任した。Aが所有する現金が発見さ
れた場合、Bが Aを代理してその現金を D銀行の A
名義普通預金口座に預け入れるためには、家庭裁判
所の許可を得る必要はない。
Since A went missing without appointing a property admin-
istrator, the family court appointed B as the administrator
of A’s property. When cash owned by A is found, B deposits
the cash into A’s bank account at D bank. The question is
whether B must obtain family court permission for this act.

モデル出力:解答:誤り（False）←誤答
Model Output: Answer: Incorrect̶Incorrect Response

Figure 8: Qualitative analysis of a model error on Question
ID: R01-2-I (original text is in Japanese)

As shown in Figure 8, the selected case (ID: R01-2-I) concerns
an interpretation of Articles 28 and 103 of the Japanese Civil Code.
The key issue is whether a court-appointed administrator of an
absentee’s property must obtain permission from the family court
to deposit the absentee’s cash into a bank account.

In this case, the correct answer is True. Depositing cash into
a bank account under the absentee’s name is considered a preser-
vative act under Article 103. Therefore, the administrator is not
required to obtain permission from the family court.
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However, themodel incorrectly judged this act as one that changes
the nature of the property and predicted the answer as False. This
indicates that the model lacked the ability to correctly understand
and apply the subtle legal distinction of whether the act constitutes
a preservative act. Instead, it appears the model relied on super-
ficial lexical matching rather than performing deeper normative
legal reasoning.

The model might lack the ability to understand and apply subtle
legal distinctions and tends to rely on superficial lexical matches.
Focusing on prompt designs that facilitate legal reasoning and train-
ing on datasets that include reasoning steps is our future work.

6.4 CoT: Chain-of-Thought
6.4.1 Effectiveness Analysis byQuestion Type. To gain a more fine-
grained understanding of the effectiveness of the proposedmethod,
we manually categorized the evaluation questions into the follow-
ing two types:

• Statute-type questions: Questions that directly ask about
the content of a legal provision.

• Case-type questions:Questions that require applying a le-
gal provision to a specific factual scenario.

The questions shown in Figure 1 and Figure 7 both fall under the
category of case-type questions. As shown in Table 6, the proposed
method achieved high accuracy on both question types, with par-
ticularly notable improvements observed in case-type questions.

Table 6: Accuracy by question type (number of questions
shown in parentheses)

Prompt Statute (308) Case (194) Total (511)

CoT-base 86.04 74.74 81.41
CoT-ours 87.66 85.05 85.71

The structured prompt design of the proposed method̶consist-
ing of “fact analysis, statute analysis, reasoning, and conclusion”
̶appears to be particularly effective for questions involving com-
plex factual scenarios. This suggests that the method helps LLMs
more accurately apply legal provisions to facts in a consistent man-
ner, a task that has been challenging for previous approaches.

Furthermore, the CoT-basedmethod not only demonstrated higher
accuracy in case-type questions but also achieved favorable over-
all accuracy in certain test years. For example, in 2020 and 2021,
the structured CoT approach outperformed all other methods, in-
cluding Balanced Few-shot. This suggests that CoT prompts are
particularly well-suited to scenarios requiring layered reasoning
and precise legal interpretation.

7 CONCLUSION
In this study, we investigated the effectiveness of prompt design
using large language models (LLMs) for COLIEE 2024 Task 4, a le-
gal entailment recognition task based on questions from the Japan-
ese bar examination. In particular, we examined the comparative
performance of Zero-shot, Few-shot, and label-balanced Few-shot

(Balanced) prompting, and demonstrated that introducing step-by-
step reasoning via Chain-of-Thought (CoT) prompts can enhance
the accuracy and stability of LLMs in legal reasoning tasks.

Experimental results showed that the Few-shot (Balanced) ap-
proach outperformed both Zero-shot and standard Few-shot prompt-
ing in terms of overall accuracy and stability, with the 𝑛 = 6 con-
figuration achieving the best performance. Additionally, the pro-
posed CoT-basedmethod exceeded the performance of the baseline
Zero-Shot CoT (ZS-CoT), especially in case-type questions that re-
quire applying legal provisions to specific factual scenarios.

Our qualitative analysis further revealed that Few-shot prompt-
ing helped deepen the model’s understanding of legal statutes, al-
lowing it to avoid incorrect answers in certain cases.These findings
underscore the significant impact of prompt design on the model’
s ability to apply legal knowledge, reinforcing the importance of
prompt engineering.

Overall, the results demonstrate that the structure of the prompt
has a direct influence on LLM performance in legal reasoning tasks.
In particular, techniques such as label balancing and structured
step-by-step reasoning represent effective approaches for enabling
LLMs to solve bar exam questions more accurately.
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Abstract
Legal reasoning is complex and multi-faceted, requiring a broad
set of skills. By employing domain knowledge from legal experts,
we design five elements that can be included in prompts for large
language models that could aid in legal reasoning tasks. We use
additional legal guidelines, 1-shot prompting, dictionary definitions,
knowledge representations of legal articles, and IRAC-style prompt-
ing.We investigate the effect of each prompt element on themodel’s
performance on a legal entailment task. Certain prompt elements
can improve performance, depending on the context and the model.
For the smaller model, increasing the number of prompt elements
improves performance on average. For any particular combination
of model and sub-task, only using a subset of the prompt elements
seems to work best. For the most advanced reasoning model we
evaluate, using a selection of prompt elements increases average
performance across all sub-tasks we evaluate. Results indicate that
the problem space of the legal entailment task may be too large for
a single model and prompt. In future research, we therefore aim to
investigate the capabilities of an ensemble of specialized models.
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1 Introduction
Passing the bar exam is difficult. It tests for a wide range of skills
that lawyers should possess to be admitted to the bar of their ju-
risdiction. One part of such a bar exam may be a set of written
questions, where lawyers are challenged not only on their knowl-
edge of the law, but also on their legal reasoning capabilities: a
complex and multi-faceted process, requiring different types of
skills [9]. Recent advances in AI have produced large language
models (LLMs) that appear to perform well at a large variety of
reasoning tasks, and the GPT-4o model was even shown to pass
the US bar exam [17], though questions have been raised about
the results [20]. Currently, work is being done to systematically
evaluate and improve the legal reasoning capabilities in these LLMs,
for example, by creating benchmarks [13]. While LLMs can appear
to possess emerging legal reasoning capabilities, their performance
can be adjusted using prompt engineering techniques [16]. In this
study, we investigate several methods to integrate expert knowl-
edge in prompts to improve the legal reasoning capabilities of LLMs.
We focus on the task of solving legal entailment questions from the
Japanese bar exam as part of the COLIEE competition.

2 Background
To investigate the effects of expert-based prompt engineering in the
legal domain, we focus on the task of predicting legal entailment.
Specifically, we design and employ prompt elements in the context
of the COLIEE: a competition that aims to progress the state of the
art of legal information retrieval and entailment.

2.1 Legal entailment task
We focus on task 4 of the COLIEE, dealing with translated Japanese
bar exam questions where one needs to determine whether there is
a legal entailment between a set of legal articles 𝑆 and a statement𝑄 .
We show two example questions in Figure 1. The systems designed
to solve these questions should perform the required legal reasoning
to determine the label: whether there is an entailment between 𝑆

and 𝑄 . The type of legal reasoning that is needed, however, differs
per question.
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Article(s) S:
Article 620
If a lease is canceled, the cancellation becomes effective solely toward
the future. In such a case, the cancellation does not preclude a claim for
compensation for loss or damage.
Article 684
The provisions of Article 620
apply mutatis mutandis to partnership contracts.

Statement Q:
The cancellation of a partnership contract shall solely become effective toward
the future.

Label: Yes

(a) Example question A.

Article(s) S:
(Capacity for Liability)
Article 712 If a minor has inflicted damage on another person but did not have
sufficient intellectual capacity to appreciate their own liability for that act, that
minor is not liable to compensate for that act.

Statement Q:
Mental capacity means the capacity to appreciate one’s own liability for one’s
acts.
Label: No

(b) Example question B.

Figure 1: Two examples of legal entailment question.

In example question 𝐴 (Figure 1a), there is a clear entailment be-
tween 𝑆 and 𝑄 , as Article 620 also applies to partnership contracts
according to Article 684. This does, however, require an understand-
ing of the term ‘mutatis mutandis’, which is information that is
not present in either the article or statement. In other words, this
particular question requires additional expert domain knowledge.
In example question 𝐵 (Figure 1b), there is no legal entailment,
because there is a mismatch in the terms used: intellectual capacity
and mental capacity are two distinct terms with different meanings.
Recognizing when such a ‘specificity issue’ occurs is a matter that
lawyers are trained to look out for. These two examples are not the
only type of questions that occur in the legal entailment task, and
solving every question thus requires a wide range of legal reasoning
skills.

2.2 Legal reasoning
From a lawyer’s perspective, the space of legal reasoning is broad
and thus hard to define. Nevertheless, we try to point out some
typical themes raised in the legal literature. Legal reasoning, among
others, encompasses deductive, inductive, abductive, analogical, and
teleological reasoning, each of which has a different role depending
on the situation [36].

Deductive reasoning has long been seen as a component of ‘me-
chanical jurisprudence’, where a legal syllogism yields the out-
come [36]. However, jurists note that a strictly deductive model
rarely suffices in practice, since most legal arguments are defeasi-
ble [26]. In fact, many cases cannot be resolved using formal logic
alone, meaning courts must consider other ways of reasoning.

Inductive reasoning is also fundamental, especially for the devel-
opment of common law, as it is based on generalising principles
from particular cases. In his classic work, Edward H. Levi described

legal reasoning as ‘reasoning by example’ - an inductive process in
which a rule emerges from one case and is applied to the next [19].
Within legal scholarship legal reasoning is often examined through
the two aforementioned primary lenses of inductive and deductive
reasoning, which (depending on position taken) roughly correspond
to: the ‘top-down’ and ‘bottom-up’ approaches [2, 23].

Analogical reasoning likewise has been emphasised by scholars
as crucial in legal thought. Rather than strict deduction, judges
often draw analogies between fact patterns: they compare a new
dispute to earlier precedents and reason that like cases should be
treated alike [33, 3].

Abductive reasoning, as inference to the best explanation, has
been highlighted by scholars in legal thought. A recent article by
Bjarte Askeland in Ratio Juris [4] argues that abductive inference
has “great potential for categorising new phenomena under norms” –
for instance, when courts must fit unprecedented situations into
existing legal categories.

Teleological reasoning is another dimension inwhich legal decision-
makers consider the object or spirit of a provision [18]. This type
of reasoning complements more formal reasoning by ensuring that
the law is not applied in a vacuum but rather in light of its purpose.

Legal decision-makers shift among modes as a case requires, and
no single inferential method dominates across all legal questions.
For example, a court may begin with a deductive application of a
clear rule; if the rule’s terms are ambiguous, it might then resort
to analogies from precedent; if precedent is lacking, it may invoke
the broader purpose of the law or infer a new principle that best
explains the existing legal landscape.

Within the domain of legal scholarship. AI & Law has signifi-
cantly contributed to our understanding of legal reasoning. These
advancements allow for systematic explorations of legal arguments,
which can be automatically analyzed and structured for consistency,
coherence, and interpretative rigor [35, 27, 12]. This approach is
reflected in the COLIEE competition tasks, where legal entailment
problems drawn from bar examinations offer a setting for investi-
gating capabilities of computational models in performing complex
legal reasoning tasks.

2.3 State of the art
The legal entailment task has been featured in the COLIEE com-
petition in previous years. The increased capability of generative
AI, specifically LLMs, has raised questions about the importance of
‘reasoning’ in this task. This is because LLM-based models perform
as well or better than models that use explicit, logical reasoning.
The best performing system in the previous iteration of the compe-
tition used n-shot prompting with a google-flan-xxl model, where
an example was provided in the prompt to make use of the in-
context learning ability of LLMs [22]. Other approaches in last
year’s competition used ensemble methods with majority voting
and various methods of prompt engineering such as CoT prompting,
fine-tuning, or data augmentation [10]. The shift from rule-based
systems combined with NLP techniques like BERT [25] to newer
LLM-based approaches [11, 10] has brought about new challenges.
These involve both methodological challenges, such as discovering
how one should investigate the performance of an LLM, and ethical
challenges: LLMs that come from a closed source are controversial
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because we cannot be sure that they are not contaminated with
the test data. In the broader legal domain, prompt engineering
techniques have been explored for the legal syllogism task [16],
a sub-task of the legal entailment task that we investigate in this
study. This prompting technique uses explicit legal syllogism in-
structions, and it was shown to achieve a better performance than
baseline and conventional chain of thought prompting.

3 Prompt elements
In our approach, we make use of the in-context learning abilities
of generative language models by adding additional information
to the prompt to aid the model in the legal entailment task. We
explore five different elements that can be added to the prompts and
investigate the extent to which these influence the performance
of the models. These prompt elements consist of additional expert
legal knowledge in the form of guidelines, example cases from the
past, dictionary definitions of difficult legal terms, results from
reasoning using knowledge-based representations of legal articles,
and rules to encourage IRAC-style reasoning. In this section, we
describe each of these five elements, the reasoning behind why they
might be useful, and how they are implemented.

3.1 Legal reasoning guidelines
Based on an extensive manual examination of COLIEE entailment
task questions and an error analysis of state-of-the-art models, we
developed a set of explicit legal reasoning guidelines designed to
reduce reasoning errors made by language models. These guide-
lines correspond closely to established jurisprudential reasoning
concepts, without following any specific jurisdiction, but rather
employing certain basic and key-notions that would correspond
to formalistic legal reasoning. By examining the identified errors
and taking a legal perspective, we were able to understand why
questions were answered incorrectly. As indicated above we cre-
ated the guidelines based on the detected errors. Consequently,
the guidelines do not cover all possible legal reasoning guidelines,
as this would not be feasible due to the broad nature of legal rea-
soning. They were intended as an intervention on the particular
datasets and tasks studied and not as a fully formed legal reasoning
framework.

The resulting guidelines can be found in Figure 2. Guideline
(1) embodies classical legal formalism and syllogistic reasoning,
requiring logical entailment [29]. Guideline (2) aligns with textu-
alist interpretative strategies, restricting the inference strictly to
information provided explicitly within the statutory text (see e.g.
[28]). Guideline (3) focuses on rigorous rule-based reasoning with
clear distinctions between conjunctive and disjunctive statutory
conditions (see e.g. [30]). Guideline (4) focuses on defeasible rea-
soning principles, demanding explicit checks for conditional and
exception clauses (see e.g. [24]). Guidelines (5) and (6) emphasize
systematic, step-by-step verification of each condition and clear
articulation of inferential reasoning (see also Section 2.2).

Collectively, these guidelines follow some of the traditional legal
guidelines pertaining to statutory interpretation. However, legal
theorists have long noted that this picture is too simplistic for all
situations. H.L.A. Hart famously observed that while many cases

Use all of the following guidelines to help you determine entailment:
(1) Q must be inevitable under S. If S could be true and Q false, then answer

“No.” Do not confuse Q merely fitting or being consistent with S for
entailment – it must logically follow.

(2) Only use information from S. Do not assume any facts, duties, or
conditions not stated in S. Interpret the language of S exactly and do not
expand its scope.

(3) Treat all “and” conditions in S as jointly required (all must be present).
Treat “or” conditions as alternatives (any one suffices). Apply these
connectors strictly as written.

(4) If S has an “if” or condition clause, ensure those conditions hold true for Q.
If S has an exception (e.g., “unless...”), check if Q falls into that exception.
An exception that applies means S does not entail Q.

(5) Consider each condition of S and verify it against Q step by step. Use a
logical order: check conditions, then exceptions, then draw the conclusion.
Think of each condition/exception as a checkpoint in your reasoning.

(6) Present your reasoning in clear steps (Step 1, Step 2, Step 3, ...). For each
step, state what you are checking or inferring. Only after laying out the
analysis, give the final line as “Answer: Yes” or “Answer: No.” Make sure
the conclusion follows inevitably from the prior steps.

Figure 2: Our guidelines that can be added to the prompt.

lie within a ‘core of settled meaning’ where rules apply, there is also
a “penumbra of debatable cases” where it’s not obvious how the rule
applies [14].

3.2 1-shot prompting
One popular way of leveraging in-context learning is by providing
example cases from the past to indicate how the model should
behave. This method is called n-shot prompting, where n denotes
the number of examples provided in the prompt [7]. In the preceding
iteration of the COLIEE competition, the best performance on task 4
was achieved with the help of n-shot prompting as well [22]. In our
system, we use 1-shot prompting, meaning that we provide a single
example in the prompt. This example is a bar exam question from
the past that is deemed to be most similar to the current question
that the system needs to solve. We investigate two methods for
determining similarity in questions: using Jaccard similarity and
BM25.

In the first method, we determine the similarity between the
current question and past questions by computing their Jaccard
similarity [15]. Given two bar exam questions, 𝐴 and 𝐵, the Jaccard
similarity is defined as the ratio of their intersection to their union:
𝐽 (𝐴, 𝐵) = |𝐴∩𝐵 |

|𝐴∪𝐵 | .
In our second method, we select the most similar question using

BM25 ranking, similar to the best-performing model in the COLIEE
competition of last year [22]. BM25 (Best Matching 25) is a ranking
function used in information retrieval to estimate the relevance
of a document to a query [1]. It is based on the probabilistic re-
trieval framework and extends TF-IDF weighting with a saturation
function and document length normalization.

Using either Jaccard similarity or BM25 ranking, we select the
most similar question from the training data. This selected question
is then added to the prompt.

3.3 Dictionary definitions
We augment the prompt by directly adding definitions of legally
relevant terms to the prompt, in order to distinguish these terms
from their more colloquial use. The aim is to find all legally relevant
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Use these definitions:
• Juridical: Relating to administration of justice, or office of a judge.
• Court: In legislation. A legislative assembly.
• Apply: To make a formal request or petition, usually in writing, to a court,

officer, board, or company, for the granting of some favor, or of some rule or
order, which is within his or their power or discretion.

• Capacity: Legal capacity is the attribute of a person who can acquire new
rights, or transfer rights, or assume duties, according to the mere dictates of
his own will, as manifested in juristic acts, without any restraint or
hindrance arising from his status or legal condition.

Figure 3: An example of our definitions that can be added to
the prompt.

terms contained in the relevant (article, question) pair, and for each
of these terms present a relevant legal definition. We do this by first
performing TF-IDF on the entire corpus of the training set, then
selecting the relevant scores using a threshold cutoff. We take this
as the set of legally relevant terms. For each of these terms, we then
look up their definitions in an open source legal dictionary (Black’s
Law Dictionary, 2nd Edition [6]). We then add the definition of
the five most relevant terms to the prompt. We manually exclude
specific terms where the legal definition is similar to the common
connotation, such as “people”. Furthermore, we remove extensive
references to case law in the definitions. An example the type of
dictionary definitions that we generate can be seen in Figure 3.

3.4 ANGELIC Domain Models
In previous research relating to the task of legal entailment, knowl-
edge representations of legal articles were created and used to
reason and determine legal entailment [32]. While promising, the
approach was limited to questions about logical syllogisms and
questions pertaining to single articles. In this study, we expand
upon the approach by using knowledge representations of legal
articles to reason about the questions and adding this information
to the prompt.

Following previous research, we apply the ANGELIC II methodol-
ogy [5] to create a knowledge representation for each legal article of
the Japanese Civil Code. These representations of the legal articles
are referred to as ADMs: ANGELIC Domain Models. In an ADM,
a legal article 𝑆 is represented as a type of hierarchical flowchart
that can be used to reason about cases and come to a conclusion
or verdict based on the factors of a case: the legally relevant fact
patterns of the question that we are examining. To reason with an
ADM, one thus needs to gather the required information from a
particular statement 𝑄 such that we can ascribe the values of the
ADM’s factors. We ascribe the factors of the ADM by prompting a
generative language model with questions about statement 𝑄 and
parsing its output, following the methods of previous research [32].
The ADM then yields a verdict, which here is a necessary outcome
based on the articles 𝑆 and the facts of𝑄 . Additionally, we also eval-
uate what claim is made in statement 𝑄 using the same language
model.

In previous research, ADMs were crafted manually, as well as
generated artificially using state-of-the-art language models. These
artificially generated ADMs were not up to par with manually
crafted ones [32]. In this research, we use the latest state-of-the-art

models to generate our ADMs. We use OpenAI’s o3-mini model (o3-
mini-2025-01-31)1, which was specifically designed with reasoning
and coding in mind. In the provided COLIEE training data, there are
574 legal articles in total, of which o3-mini was able to generate 482
ADMs. Note that these ADMs are only checked based on whether
they are executable, not whether the representation accurately
matches the legal article. We use these 482 ADMs in our system.

Once an ADM has been selected and the factors have been as-
cribed, we can provide additional information about the bar exam
question to the prompt. In this study, we add one of three observa-
tions to the prompt:

• If none of the factors apply to statement 𝑄 : ’Article 𝑆 seems
to be unrelated to statement 𝑄 .’

• If the verdict of the ADM does not match the claim made in
𝑄 : ’By applying Article 𝑆 , we cannot arrive at the claim made
in statement 𝑄 .’

• If the verdict of the ADM does match the claim made in 𝑄 :
’By applying Article 𝑆 , we arrive at the claimmade in statement
𝑄 .’

For each legal article in the question, we fetch its associated ADM
and use it to reason about statement 𝑄 . Each of the resulting ob-
servations is then added to the prompt. To ensure that the model
does not over-rely on these observations provided by the ADM, we
add the following preamble: ’Here is what experts say about this
question:’.

3.5 IRAC
The last prompt element aims to direct the LLM towards a rea-
soning system that is also used by lawyers, namely by following
the IRAC framework. IRAC stands for “Issue, Rule, Application,
Conclusion”. It is a frequently used framework for legal writing.
Writers first identify the legal issue, describe the applicable legal
rule, apply it to the relevant facts, and finally, conclude based on
the performed reasoning. Metzler [21] indicates that IRAC mirrors
syllogistic reasoning, providing a template that assists in addressing
legal problems in a structured and easy-to-follow manner. Burton
[8] and Turner [34] likewise discuss IRAC as a helpful tool in acquir-
ing skills necessary to ‘think like a lawyer’. Within the domain of
AI & Law, Yu et al. [37] experimentally demonstrate that explicitly
prompting LLMs with IRAC-based instructions may improve their
ability to perform complex legal reasoning tasks, such as entailment
assessments based on bar examination scenarios. We extend upon
this study, by adding the following instructions seen in Figure 4
to our prompt. Systematic structures, like IRAC, may potentially
provide scaffolding for computational modeling of legal reasoning,
facilitating not only its accuracy but also the interpretability.

1https://platform.openai.com/docs/models/o3-mini
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Use the IRAC structure to determine entailment:
(1) Major Premise (Article S)

(a) Extract the core rule(s) from Article S. If there are conditions, exceptions,
or logical connectors ("AND"/"OR"), break them down explicitly.

(b) If multiple articles apply, determine their relation.
(c) multiple articles apply at the same time, determine which one is most

specific to the situation.
(d) Determine the purpose of the rule, meaning the policy objective the

rule aims to achieve.
(2) Minor Premise (Facts in Q)

(a) Identify the key factual claim(s) in Statement Q.
(b) Compare each fact against the conditions in S. Does Q satisfy all the

required conditions for the rule to apply?
(c) Be precise: do not assume extra facts beyond what is in Q.

(3) Contradictions
(a) If Q contradicts S, entailment fails (Answer: No).
(b) If Q introduces an exception or condition not present in S, then entail-

ment fails (Answer: No).
(c) If Q defines a legal concept, exact wording must match S to be entailed.

(4) Does S Necessarily Lead to Q?
(a) Apply the legal rule(s) (major premise) to the facts (minor premise).
(b) Ensure all conditions of S are met in Q.
(c) If S states “If A, then B”, then check whether A exists in Q. If A is missing

or altered, entailment fails.
(d) If S has an exception (“unless C”), check whether Q invokes that excep-

tion. If so, entailment fails.
(5) Conclusion

(a) If Q necessarily follows from S: Answer: Yes.
(b) If Q does not necessarily follow (even if it is consistent): Answer: No.
(c) Check whether the sense of the conclusion is in line with the purpose

of the rule. Reject entailment if Q contradicts or is against the law’s
objective.

Figure 4: The IRAC prompt element that can be added to the
prompt.

3.6 Final prompt
In our system, we can select any combination of the five prompt ele-
ments to be included in the prompt that we provide to our language
model. As an example, we show a prompt that uses all settings
in Figure 5. In this example, we use guidelines 3, 4 and 5, 1-shot
prompting, dictionary definitions, ADMs, and the IRAC structure.

4 Methods
In a set of experiments, we investigate the extent to which the
prompt elements described in the previous section affect the perfor-
mance of different generative language models on the legal entail-
ment task. In all experiments, we make use of the Task 4 datasets
of the COLIEE competition. This dataset is divided into several sub-
sets, each consisting of the bar exam questions of a single year. For
consistency reasons, we use the subset naming conventions used
by the COLIEE. In chronological order, the entire dataset contains
subsets H18 to H30, and R01 to R06. Note that in each experiment,
we take the effect of time into account and thus only use bar exam
questions from the past for selecting example cases when using
1-shot prompting. For example, for testing on test set R03, we only
include subsets H18 to R03 in the training data.

There are three models that we evaluate in our experiments:
Llama-3B-instruct2, gpt-4o-mini (gpt-4o-mini-2024-07-18)3, o3-mini
(o3-mini-2025-01-31)4. We use the Llama model as it is an open-
source generative language model that was released before July
2https://huggingface.co/meta-llama/Meta-Llama-3-8B-Instruct
3https://platform.openai.com/docs/models/gpt-4o-mini
4https://platform.openai.com/docs/models/o3-mini

The following is a Japanese bar exam question, where your task is to
determine whether there is a legal entailment between legal article(s) S and a
statement Q.
Legal article(s) S:𝐴𝑟𝑡𝑖𝑐𝑙𝑒_𝑆
Statement Q: 𝑆𝑡𝑎𝑡𝑒𝑚𝑒𝑛𝑡_𝑄

Use all of the following guidelines to help you determine entailment:
𝐺𝑢𝑖𝑑𝑒𝑙𝑖𝑛𝑒𝑠

Use the IRAC structure to determine entailment:
𝐼𝑅𝐴𝐶_𝑃𝑟𝑜𝑚𝑝𝑡

Use these definitions:
𝐷𝑖𝑐𝑡𝑖𝑜𝑛𝑎𝑟𝑦_𝐷𝑒𝑓 𝑖𝑛𝑖𝑡𝑖𝑜𝑛𝑠

Here is an example of a bar exam question with the correct answer:
Legal article(s): 𝐸𝑥𝑎𝑚𝑝𝑙𝑒_𝐴𝑟𝑡𝑖𝑐𝑙𝑒𝑠
Statement: 𝐸𝑥𝑎𝑚𝑝𝑙𝑒_𝑆𝑡𝑎𝑡𝑒𝑚𝑒𝑛𝑡

Answer: 𝐸𝑥𝑎𝑚𝑝𝑙𝑒_𝐴𝑛𝑠𝑤𝑒𝑟 .

Here is what experts say about this question:
𝐴𝐷𝑀_𝐼𝑛𝑓 𝑜𝑟𝑚𝑎𝑡𝑖𝑜𝑛

Final question: is there legal entailment between article(s) S and statement Q?
Think step by step and end your answer with: "Answer: yes or no"

Figure 5: An example of a prompt that contains all five
prompt elements.

2024, and is thus eligible to be used in the COLIEE competition of
2025. The gpt-4o-mini model is a commercial language model that
is commonly used in a variety of real-world applications. The o3-
mini model is a language model that was specifically designed for
reasoning purposes, and may thus yield a higher performance on
the legal entailment task. The o3-mini model is therefore expected
to perform best, followed up by the gpt-4o-mini model, and then
the llama model. We keep the default setting of each model and use
a fixed seed across all experiments.

We explore the prompt elements in a set of three experiments.
In the first experiment, we evaluate the performance of each of our
three models using the guidelines that we describe in Section 3.1.
we explore every combination of the guidelines and evaluate the
performance of each model on test set H29 of the dataset.

In the second experiment, the models are evaluated using all pos-
sible combinations of the five prompt elements. For this experiment,
we only use the best guidelines (Section 3.1) based on the results
of the previous experiment. For the 1-shot example, we evaluate
the models using both Jaccard similarity and BM25 to investigate
which of the two performs better. We evaluate the three models on
all combinations using test set R02 of the dataset.

In the third experiment, we select the best performing prompt
element combinations based on the previous experiment, and use
these combinations to evaluate all three models on four different
test sets: R03, R04, R05, and R06. In addition to the best performing
settings, we also evaluate the performance of the models using a
‘barebones’ prompt with none of the five elements, and a prompt
that uses all of the five elements.

We evaluate the models performance using accuracy, the default
metric used in task 4 of the COLIEE competition. Additionally, we
report F1-score, Matthew’s Correlation Coefficient (MCC), preci-
sion, and recall, where appropriate. All metrics are scaled from 0 to
100, except for MCC, which is scaled from -100 to 100.
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Accuracy
Guidelines llama gpt-4o-mini o3-mini

None 60.34 72.41 86.21
1 56.9 72.41 82.76
2 65.52 79.31 77.59
3 63.79 70.69 79.31
4 63.79 79.31 84.48
5 55.17 65.52 84.48
6 65.52 75.86 84.48

(3, 4, 5) 74.14 68.97 82.76
(4, 5, 6) 53.45 70.69 84.48

(1, 2, 3, 5) 58.62 81.03 74.14
(1, 2, 3, 4, 5, 6) 62.07 77.59 75.86

Table 1: A summary of the accuracy of each model on test
set H29 for different combinations of guidelines. Best perfor-
mances are shown in bold.

5 Results
5.1 Effects of guidelines
In our first experiment, we evaluated the effect of the different
combinations of guidelines described in Section 3.1. Including the
prompt with no guidelines, there are a total of 64 combinations
that we evaluated. In Table 1, we show a summary of the results of
this experiment, with the accuracy for each model on a selection
of the different combinations of guidelines. The highest accuracies
are shown in bold.

In the summary of results in Table 1, we show the effects of
including every guideline on its own, as well as all of the guidelines
at once. Additionally, we include the best-performing combination
of guidelines for each model. For llama, this is the combination with
guidelines 3, 4, and 5. For gpt-4o-mini, the best result is achieved
with guidelines 1, 2, 3, and 5. For o3-mini, where the best result was
gained with a prompt without any guidelines, we also include in
Table 1 the combination of guidelines that yielded the second-best
accuracy for that model, which is guidelines 4, 5, and 6.

Additionally, we show the mean accuracy of each model versus
the total number of guidelines in the prompt in Figure 6.

5.2 Effects of prompt elements
In our second experiment, we explore the effects of the five prompt
elements discussed in Section 3. We only evaluate the best perform-
ing combination of guidelines for each model as shown in bold in
Table 1, and the second-best performing guidelines for o3-mini.

A summary of the performance of each of the three models can
be seen in Table 2, where we show the top 5 best performing prompt
settings for each model, and the worst-performing setting for each
model. Additionally, we show the performance of the ‘barebones’
prompt without any of the five elements, and of the prompt that
includes all five elements. Note that we only show 7 rows instead
of 8 rows for the llama and gpt-4o-mini model, as the prompt with
all five elements is the fourth best performing prompt overall for
both models. For each model, the settings and their performance in
Table 2 are sorted by their Matthew’s Correlation Coefficient.

To evaluate the effect of the individual prompt elements, we
show the accuracy of each model when using a single prompt
element in Table 3. In Table 4, we show the mean accuracy across
all combinations of settings where examples were used, split by

(a) llama-3B-instruct

(b) gpt-4o-mini

(c) o3-mini

Figure 6: The mean accuracy of each model on test set H29
versus the total number of guidelines used. Note that the
y-axis is scaled from 50% to 100%.

whether the examples were selected using Jaccard similarity or
BM25 ranking. Additionally, in Figure 7, we show themean accuracy
of each model versus the total number of prompt elements included
in the prompt.

5.3 Evaluating the models
In our third and last experiment, we evaluated each model across a
number of different test sets, comparing the effects of a barebones
prompt, a prompt with the optimal settings based on Table 2, and a
prompt that contains all five prompt elements. The results of this
experiment can be found in Table 5. We report the accuracy per
test set, as well as the average accuracy, F1-score, and MCC across
all test sets.

82



Investigating Expert-Based Prompt Engineering for
Legal Entailment Tasks COLIEE 2025, June 20, 2025, Chicago, USA

Prompt settings Performance
Model Guidelines Example Dictionary ADM IRAC accuracy F1-score MCC Precision Recall
Llama (3, 4, 5) Jaccard - - - 79.01 76.71 57.83 73.68 80.0

- Jaccard - Yes Yes 77.78 78.57 57.03 86.84 71.74
(3, 4, 5) BM25 - - Yes 77.78 76.32 55.39 76.32 76.32
(3, 4, 5) BM25 Yes Yes Yes 76.54 75.32 53.0 76.32 74.36
(3, 4, 5) Jaccard - Yes Yes 76.54 74.67 52.85 73.68 75.68

... ...
- - - - - 62.96 68.09 30.68 84.21 57.14

... ...
- Jaccard Yes Yes - 55.56 60.87 13.99 73.68 51.85

gpt-4o-mini (1, 2, 3, 5) - - Yes Yes 91.36 91.14 82.96 94.74 87.8
- Jaccard - - Yes 90.12 89.47 80.17 89.47 89.47

(1, 2, 3, 5) BM25 - - - 90.12 89.47 80.17 89.47 89.47
(1, 2, 3, 5) BM25 Yes Yes Yes 88.89 88.61 78.01 92.11 85.37

- BM25 Yes - Yes 88.89 88.31 77.75 89.47 87.18
... ...

- - - - - 86.42 86.42 73.5 92.11 81.4
... ...

- BM25 Yes - - 80.25 80.00 60.88 84.21 76.19
o3-mini (4, 5, 6) Jaccard - - - 95.06 94.74 90.09 94.74 94.74

(4, 5, 6) - Yes - Yes 93.83 93.15 87.8 89.47 97.14
(4, 5, 6) Jaccard - - Yes 93.83 93.15 87.8 89.47 97.14
(4, 5, 6) - - - Yes 92.59 91.89 85.19 89.47 94.44

- Jaccard Yes - - 92.59 92.11 85.13 92.11 92.11
... ...

- - - - - 90.12 89.19 80.21 86.84 91.67
... ...

(4, 5, 6) Jaccard Yes Yes Yes 85.19 82.86 70.78 76.32 90.62
... ...

- - - Yes Yes 70.37 61.29 41.94 50.0 79.17
Table 2: Summary of the performance of all three models on test set R02 using different prompt settings sorted by MCC.

Model
llama gpt-4o-mini o3-mini

Barebones 62.96 86.42 90.12
Guidelines 67.90 82.30 89.50
Example 70.37 84.47 88.30

Dictionary 64.20 85.19 90.12
ADM 62.96 82.72 70.37
IRAC 61.73 87.65 88.89

Table 3: The accuracy of each model on test set R02 using a
single prompt element.

Similarity Model
measure llama gpt-4o-mini o3-mini
Jaccard 70.14 85.48 86.88
BM25 70.29 84.44 88.17

Table 4: The mean accuracy of each models on test set R02
when using either Jaccard similarity or BM25 ranking across
all combinations of prompt elements.

6 Discussion
In Table 1, where we display the results of the experiment investi-
gating the effect of including all possible combinations of guidelines
in the prompt, we see that o3-mini is the best performing model
‘out of the box’ when no guidelines are added to the prompt. The
gpt-4o-mini model comes in second, and the llama model third.
This is an expected result, and we generally see this difference in
performance between the models across all results.

We see little consistency in the performance versus the guidelines
used across the three models. For instance, including only guideline
3 in the prompt seems to improve performance for the llama model
when compared to the barebones prompt, but it decreases perfor-
mance for the gpt-4o-mini and o3-mini models. All combinations
of guidelines seem to decrease performance for o3-mini, whereas a
maximal increase in performance of 13.8 and 8.62 percentage points
can be achieved by including particular guidelines for llama and
gpt-4o-mini, respectively.

In Figure 6, where we plot the mean accuracy versus the num-
ber of guidelines included in the prompt, we observe different
trends for the different models. For the llama model (Figure 6a),
the mean accuracy fluctuates slightly for any number of guidelines.
For gpt-4o-mini (Figure 6b), including guidelines seems to increase
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Prompt settings Accuracy per test set Overall Performance
model Guidelines Example Dictionary ADM IRAC R03 R04 R05 R06 Accuracy F1-score MCC
llama - - - - - 62.39 61.39 64.22 66.22 63.36 70.73 27.88

(3, 4, 5) Jaccard - - - 52.29 60.40 65.14 60.81 59.54 62.23 18.76
(3, 4, 5) BM25 Yes Yes Yes 62.39 62.38 61.47 64.86 62.6 63.16 25.27

gpt-4o-mini - - - - - 81.65 78.22 79.82 79.73 79.90 81.06 59.70
(1, 2, 3, 5) - - Yes Yes 74.31 71.29 74.31 72.97 73.28 73.68 46.67
(1, 2, 3, 5) BM25 Yes Yes Yes 77.98 71.29 78.90 81.08 77.10 77.94 54.14

o3-mini - - - - - 85.32 82.18 87.16 83.78 84.73 85.58 69.40
(4, 5, 6) Jaccard - - - 89.91 85.15 87.16 83.78 86.77 87.50 73.49
(4, 5, 6) Jaccard Yes Yes Yes 86.24 77.23 78.90 79.73 80.66 80.61 61.66

Table 5: The performance of all three models across different test sets using a barebones prompt, an optimal prompt (based on
Table 2), and a prompt that includes all five prompt elements. Best results are shown in bold.

performance, but there seems to be little difference in mean accu-
racy between the amount of guidelines used. Lastly, for o3-mini
(Figure 6c), including any guidelines appears to lower accuracy, and
generally, more guidelines yield worse results.

Taking the best guidelines from Table 1, we investigated all
prompt element combinations and showed a summary of their
results in Table 2. In this table, we can see that for every model, the
best-performing prompts always include the guidelines. For both
the llama and o3-mini model, the best performing prompt settings
are a combination of the guidelines and an example selected using
Jaccard similarity. This seems to indicate that these two prompt
elements are beneficial to the performance of the model. The best
performing settings for gpt-4o-mini includes the guidelines, ADM,
and IRAC instructions.

The prompt that includes all five prompt elements performs well
for both llama and gpt-4o-mini: they are the fourth-best-performing
prompts for both models. For the o3-mini model this is not the case,
and the prompt that includes all five elements performs worse than
the barebones prompt.

When evaluating the effect of each individual prompt element in
Table 3, we see that each of the five prompt elements has a differ-
ent effect depending on what model is used. For the llama model,
most elements have a positive or neutral effect on the performance,
except for the IRAC element, which decreases accuracy slightly.
For the gpt-4o-mini model on the other hand, the IRAC element is
the only element that increases performance when compared to a
barebones prompt without prompt elements. For the o3-mini model,
every element by itself seems to decrease performance slightly, and
performance remains the same for the dictionary prompt element.
comparing this to the results of Table 1, we can say that a combi-
nation of prompt elements seems to work best for this particular
task.

In Figure 7, we see that the effect of the number of prompt
elements added to the prompt on the performance differs per model
as well. For the llama model, the performance on average increases
for every element added to the prompt. For the gpt-4o-mini model,
the effect is less pronounced: the performance first decreases, but
then increases again until it reaches the same mean accuracy as the
barebones prompt. For o3-mini, the average performance decreases
with 1 or two elements, but remains roughly the same for 3, 4, 5, or
6 elements.

In terms of similarity measures for selecting the most relevant
examples, we can see in Table 2 that the best-performing prompts
tend to use Jaccard similarity. However, on average, the Jaccard
similarity and BM25 ranking seem to yield similar results across all
combinations, as evident by Table 4.

After selecting the optimal prompt elements in our second ex-
periment, we evaluated the performance of each model using these
optimal settings in Table 5. On average, only the o3-mini model
performs better using the ‘optimal’ settings (73.49 MCC) when com-
pared to the barebones prompt (69.40 MCC) across all test sets. For
the other two models, the barebones prompt is, on average, the
best-performing prompt. When we examine the performance per
test set, however, we see that this is not always the case: what the
best-performing prompt is differs depending on the test sets. The
performance across test sets varies quite widely for each prompt
setting as well.

The variance in performance across test sets can be attributed to
the wide problem space of the legal entailment task. Legal reason-
ing is a difficult and multi-faceted task, as described in Section 2.
Because of this, a prompt elements might work well for a certain
question but not for another. For example question 𝐵 (Figure 1b),
guideline 2 from Figure 2 is essential, as it prescribes the model to
interpret the language in the article exactly, and that it should not
expand its scope. In other words, it should not assume that intellec-
tual capacity and mental capacity are the same terms. For example
question 𝐴 (Figure 1a), however, guideline 2 might have a negative
effect, as it could prevent the model from using other information
than the information present in the article, such as the definition
of the term ‘mutatis mutandis’. While a lawyer understands when
to apply what guideline, large language models in our experiment
were prone to hyper-fixate on instructions. This hyper-fixation can
limit the scope of the model’s reasoning capabilities, thus yielding
worse results in tasks with a wide problem space.

The better models (gpt-4o-mini and o3-mini) seem to perform
rather well with just the barebones prompt. They seem to have
an almost inherent ability to perform legal reasoning to a certain
degree, if we narrowly define reasoning capabilities as the ability
to perform reasoning tasks well. By including all of the additional
prompt elements, the model may fixate on the elements themselves,
consequently limiting the model‘s inherent ability to perform the
legal entailment task, thus leading to a worse performance.
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(a) llama-3B-instruct

(b) gpt-4o-mini

(c) o3-mini

Figure 7: The mean accuracy of each model on test set R02
versus the total number of elements used in the prompt. Note
that the y-axis is scaled from 50% to 100%.

Using a single language model to solve all types of questions
may thus not be the best way forward. Instead, in future research
we could opt to use an ensemble of expert models, where each
model in the ensemble is specialized in answering a single type of
question based on a specific type of legal reasoning. Such a system
should first classify the question into a particular question type and
then use the appropriate model to solve the question.

Some further extensions of this research involves the use of other
or different prompt elements. For instance, we only explored the
use of 1-shot prompting in this study, and did not investigate the
use of more examples. We should also note that we evaluated our
models purely using performance, based on their final answer for
every question in the task. We did not evaluate the explanations as

to why the models‘ came to their decisions. Furthermore, even if
the model gives the correct final answer and plausible explanations,
there is no guarantee that this explanation matches the actual
internal reasoning process that occurs, as the models are black
boxes [31]. A more thorough evaluation of the reasoning process
is therefore required to make actual claims about the reasoning of
large language models.

7 Conclusion
In this study, we design five types of prompt elements for large
language models based on legal expert knowledge and investigate
the effect of these prompt elements in a legal entailment task. We
relate each prompt element to the types of legal reasoning that
is commonly used by lawyers, and systematically evaluate each
element in a set of experiments. We show that the elements can
improve performance on the COLIEE legal entailment task, but
due to the large problem space of the task, elements that improve
performance in cases can decrease performance in other cases. In
future research, we aim to create an ensemble of expert models that
classifies each entailment task into sub-tasks, and uses different
specialized models for each sub-task. By working together with
legal experts, and incorporating more domain knowledge into AI
systems, we hope to increase their capabilities for legal reasoning.
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Abstract
Legal case retrieval plays a pivotal role in the legal domain by
facilitating the efficient identification of relevant cases, supporting
legal professionals and researchers to propose legal arguments and
make informed decision-making. To improve retrieval accuracy,
the Competition on Legal Information Extraction and Entailment
(COLIEE) is held annually, offering updated benchmark datasets for
evaluation. This paper presents a detailed description of CaseLink,
the method employed by UQLegalAI, the second highest team in
Task 1 of COLIEE 2025. The CaseLink model utilises inductive
graph learning and Global Case Graphs to capture the intrinsic
case connectivity to improve the accuracy of legal case retrieval.
Specifically, a large language model specialized in text embedding
is employed to transform legal texts into embeddings, which serve
as the feature representations of the nodes in the constructed case
graph. A new contrastive objective, incorporating a regularization
on the degree of case nodes, is proposed to leverage the information
within the case reference relationship for model optimization. The
main codebase used in our method is based on an open-sourced
repo of CaseLink [18]: https://github.com/yanran-tang/CaseLink.
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1 Introduction
In legal domain, a precedent refers to a judicial decision that serve
as an example or authority when giving judgment to future similar
cases, which ensures fairness, consistency and predictability of judg-
ments in legal system. However, identifying relevant precedents
within large legal databases is a time-consuming task, significantly
reducing the work efficiency of legal practitioners. Therefore, the
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Competition on Legal Information Extraction and Entailment (COL-
IEE) [10] is held annually to encourage the competition participants
to develop highly accurate legal case retrieval models. There are
five task in COLIEE 2025, where Task 1 and Task 2 are case law
tasks, Task 3 and Task 4 are statute law tasks and Task 5 is a pilot
task that focuses on judgment of civil cases.

In COLIEE 2025, Task 1 is a legal case retrieval task of case law
system, aimed at returning ‘noticed cases’ from a large case collec-
tion for a given query case. Specifically, a case called ‘noticed’ to a
query case means the case is referenced by the query case. The pro-
vided cases of Task 1 are all from the Federal Court of Canada. As
legal case retrieval is a basic and essential task in COLIEE, previous
teams have proposed high-accuracy retrieval models. In COLIEE
2024, TQM [5] team achieves the first place in Task 1 by exploring
various lexical and semantic retrieval models. THUIR [6] team de-
velops a structure-aware pre-trained language model called SAILER
to improve the model understanding ability of legal cases, which
ranks the first in COLIEE 2023. While UA [11] team leverages a
transformer-based model for generating paragraph embeddings
and a gradient boosting classifier to decide a case is noticed or not,
which ranks the first in COLIEE 2022.

In this paper, our novel CaseLink [18] model utilised in COLIEE
2025 Task 1 is proposed to further enhance the retrieval accuracy
by leveraging case connectivity relations and graph-based model.
Firstly, the training set and test set are transferred into two Global
Case Graphs (GCG) by exploiting the Case-Case and Case-Charge
and Charge-Charge relationships of cases and charges. With the
constructed graph, a large language model specialized in text em-
bedding is utilized to convert legal texts into embeddings as the
node features of GCG. To leverage the connected relationships in
GCG, a graph neural network module is used to generate the case
representation. A contrastive loss and a degree regularisation are
designed to train the CaseLinkmodel. Our team, UQLegalAI, ranked
as the second highest team in Task 1 with a F1 score of 0.2962.

2 Related Work
Legal case retrieval aims to retrieve a set of relevant cases for a query
case within a large legal case dataset. The recent legal case retrieval
can be roughly divided into lexical models, semantic models and
graph-based models. The traditional lexical models like TF-IDF [2],
BM25 [12] and LMIR [9] utilise term frequency to calculate the case
similarity score. While the semantic models such as BERT-PLI [13]
and PromptCase [15] are both using language model to generate
case embedding.

Unlike lexical and semantic models, graph-basedmodels leverage
graph structures and Graph Neural Networks (GNNs) to enhance
the performance of legal case retrieval. For example, CaseGNN[17]
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Table 1: Statistics of Task 1 dataset.

COLIEE 2025 Task 1 train test

Language English
# Query 1678 400

# Candidates 7350 2159
# Avg. relevant cases 4.1007 4.3975
Avg. length (# token) 28865 31250

Largest length (# token) 650534 681027

and CaseGNN++[16] exploit the relations of legal elements of a
case to construct a fact graph and a legal issue graph for each case
as well as use GNN to generate case graph representations. SLR
[7] and CFGL-LCR [22] integrate external knowledge graphs with
GNNs to improve retrieval performance. In contrast to these graph-
based models, the CaseLink [18] model utilised in this paper fully
exploits the connectivity relationships among cases of a large legal
dataset to enhance case retrieval effectiveness.

3 Preliminary
3.1 Task Definition
Task 1 of COLIEE 2025 is a legal case retrieval task that focuses
on case law. Given a query case 𝑞 ∈ D, and a set of 𝑛 cases
D = {𝑑1, 𝑑2, ..., 𝑑𝑛}, the task of legal case retrieval is to extract
a set of relevant cases D∗ = {𝑑∗

𝑖
|𝑑∗
𝑖
∈ D ∧ 𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑡 (𝑑∗

𝑖
, 𝑞)}. The

𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑡 (𝑑∗
𝑖
, 𝑞) indicates that 𝑑∗

𝑖
is a relevant case to the query case

𝑞. In case law, the above relevant cases refer to the precedents,
which are the prior cases referenced by the query case.

3.2 Dataset
The cases in the Task 1 dataset are sourced entirely from the Federal
Court of Canada. The statistics for the Task 1 dataset are presented
in Table 1. These statistics reveal that the number of queries and
candidates in the training set are approximately three times greater
than that in the test set. Additionally, the average number of rele-
vant cases per query in both the training and test sets are close to
four, suggesting that the level of difficulty for both sets is compa-
rable. Furthermore, the average token count per case for both the
training and test sets is approximately 30,000. Notably, the longest
case contains up to 680,000 tokens, highlighting the challenges
associated with processing and comprehending long cases.

3.3 Evaluation metric
In COLIEE 2025 Task 1, the micro-average of precision, recall, and
F-measure are utilised as the evaluation metic as follows:

Precision =
the number of correctly retrieved cases for all queries

the number of retrieved cases for all queries
,

(1)

Recall =
the number of correctly retrieved cases for all queries

the number of relevant cases for all queries
,

(2)

F-measure =
2 × Precision × Recall
Precision + Recall

. (3)

𝑞2

𝑐1 𝑐2

𝑞1
𝑑3 𝑐3

𝑐4
𝑑2

𝑑1

𝑑3

𝑑2

𝑑1

𝑞2

𝑞1

Global Case GraphCase Pool

Figure 1: An example of a Global Case Graph is shown, where
green nodes represent the two query cases 𝑞1 and 𝑞2, white
nodes denote candidate cases 𝑑1 ∼ 𝑑3 and orange nodes cor-
respond to legal charges 𝑐1 ∼ 𝑐4. The solid lines indicate the
edges: Case-Case edges are shown in blue, Case-Charge edges
in red, and Charge-Charge edges in yellow.

4 Method
4.1 Global Case Graph
In this paper, the construction method of the Global Case Graph
(GCG) is adopted from our previous work CaseLink [18]. Specifi-
cally, GCG is represented as 𝐺 = (V, E), where V and E denote
the set of nodes and the set of edges, respectively. The node set
V comprises both case nodes 𝑑, 𝑞 as well as charge nodes 𝑐 . The
edge set E encompasses three types of edges: Case-Case edges,
Case-Charge edges, and Charge-Charge edges. An example of GCG
is shown in Figure 1.

4.1.1 Nodes. In GCG, the case nodes refer to the cases in the D,
which includes both the query cases 𝑞 and candidate cases 𝑑 . The
charge nodes are derived from a list specified in the Federal Courts
Act and Rules of Canada1, presented as C = {𝑐1, 𝑐2, ..., 𝑐𝑚}.

4.1.2 Edges. To effectively utilise intrinsic case connectivity rela-
tions, three edge connection strategies are exploited in GCG:
• Case-Case Edge. The construction of GCG aims to establish edges
between cases that employ intrinsic connectivity. Therefore, the
high similarity cases measured by BM25 [12] will be linked as
neighbour nodes. The adjacency matrix of Case-Case edges A𝑑 ∈
R𝑛×𝑛 is denoted as:

A𝑑𝑖 𝑗 =

{1 forTopK(BM25(𝑑𝑖 , 𝑑 𝑗 |𝑑𝑖 , 𝑑 𝑗 ∈ D)),
0 forOthers, (4)

where 𝑑𝑖 and 𝑑 𝑗 are two cases in D. TopK retrieves the top 𝐾 most
similar cases from a given list of BM25 case similarity scores.
• Charge-Charge Edge. In legal system, natural relationships ex-
ist among different legal charges. Therefore, connecting similar
charges can effectively enhance case representation learning. The
Charge-Charge edges symmetric adjacency matrix A𝑐 ∈ R𝑚×𝑚 ,
comprising𝑚 charges is defined as:

A𝑐𝑖 𝑗 =

{1 for Sim(x𝑐𝑖 , x𝑐 𝑗 |𝑐𝑖 , 𝑐 𝑗 ∈ V) > 𝛿,
0 for Others, (5)

where Sim is the similairty calculation fuction such as cosine simi-
larity, 𝑐𝑖 ∈ V , 𝑐 𝑗 ∈ V are two charge nodes with the node features

1https://www.fct-cf.gc.ca/en/pages/law-and-practice/acts-and-rules/federal-court/
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Figure 2: The overall framework of CaseLink [18].

x𝑐𝑖 ∈ R𝑑 , x𝑐 𝑗 ∈ R𝑑 . The number of Charge-Charge edges is regu-
lated by a similarity score threshold 𝛿 .
• Case-Charge Edge. A Case-Charge edge is established when a
charge name appears in the case, which shows the high correlation
between the charge and case. The adjacency matrix of Case-Charge
edges A𝑏 ∈ R𝑚×𝑛 is designed as:

A𝑏𝑖 𝑗 =

{1 for 𝑡𝑐𝑖 appears in 𝑡𝑑 𝑗
,

0 for Others,
(6)

where 𝑡𝑐𝑖 is the text of charge 𝑖 , 𝑡𝑑 𝑗
is the text of case 𝑗 .

• Overall Adjacency Matrix. To directly combine the Case-Case
edges, Case-Charge edges, and Charge-Charge edges, the GCG
overall adjacency matrix A ∈ R(𝑛+𝑚)×(𝑛+𝑚) is undirected and
unweighted, which is denoted as:

A =

[
A𝑑 A⊺

𝑏
A𝑏 A𝑐

]
, (7)

where A⊺
𝑏
denotes the transpose of the adjacency matrix.

4.1.3 Embedding Initialisation with Large Language Models. Given
the high quality of text embedding encoded by large language mod-
els in recent text embedding benchmark such as Multilingual Text
Embedding Benchmark (MTEB) [8], LLM is employed to encode the
nodes into embedding features for GCG in this paper. The encoding
process is denoted as:

x = LLM(𝑡), (8)

where 𝑡 is the text of a case or a charge, x ∈ R𝑑 is the generated text
embedding as the node feature in GCG. LLM can be any LLM that
encodes the texts into embeddings. In this paper, the top-ranked
open-source model for legal retrieval task in MTEB, e5-mistral-7b-
instruct [21], is chosen to be the LLM text encoder.

4.2 CaseLink
The CaseLink module is adopted from our previous work [18],
which demonstrated strong performance on the legal case retrieval
task. During training, the training queries, candidate cases, and
legal charges are integrated into a GCG. A graph neural network
(GNN) module is then applied to update the node features within
the GCG. The updated features of the query and candidate nodes
are subsequently used in two training objectives: contrastive learn-
ing via the InfoNCE loss and the degree regularization (DegReg)
objective, to optimize the CaseLink model. The overall framework
of CaseLink is demonstrated in Figure 2.

4.2.1 Graph Neural Network. With the constructed GCG and the
encoded initial graph features, a GNN model is leveraged to gener-
ate the case representation as:

H = GNN𝜃 (X,A), (9)

where X is the feature matrix consists of the node features x, H ∈
R𝑛×𝑑 are the representations of cases in GCG, h𝑖 ∈ R𝑑 is the case
representation of case 𝑖 and 𝜃 is the model parameter of GNN.
GNN𝜃 can be any graph neural network models, such as GCN [4],
GAT [20] or GraphSAGE [1].

4.2.2 InfoNCE Objective. A widely adopted approach for train-
ing the GNN model in legal case retrieval is to utilize contrastive
learning based on the InfoNCE objective [19]:

ℓInfoNCE = −log 𝑒Sim(h𝑞 ,h𝑑+ )/𝜏

𝑒Sim(h𝑞 ,h𝑑+ )/𝜏 +∑𝑝

𝑖=1 𝑒
Sim(h𝑞 ,h𝑑−

𝑖
)/𝜏 , (10)

where a relevant case 𝑑+ and 𝑝 irrelevant cases 𝑑− are sampled for
a given query case 𝑞 with 𝜏 denoting the temperature parameter.
Cosine similarity is chosen as the Sim function here. The positive
samples correspond to the ground-truth labels, and the easy nega-
tive samples are randomly sampled from training set. Specifically,
the hard negative samples are randomly selected from the negative
cases of Top-K BM25 [12] ranking list.

4.2.3 Degree Regularisation. To implement degree regularisation
for the candidate nodes, the pseudo-adjacency matrix is defined
based on the updated node features after GNN computation as:

Â𝑖 𝑗 = cos(h𝑖 , h𝑗 ), (11)

where h𝑖 and h𝑗 are the updated features of case node 𝑖 and 𝑗 in
the case pool D. The matrix Â ∈ R𝑛×𝑛 indicates a fully connected
situation. And the degree regularisation is conducted on this Â only
for candidate cases:

ℓDegReg =

𝑜∑︁
𝑖=1

𝑛∑︁
𝑗=1

(Â𝑖 𝑗 ), (12)

where 𝑜 is candidate number.

4.2.4 Overall Objective. The overall objective is designed as:

ℓ = ℓInfoNCE + 𝜆 · ℓDegReg, (13)

where 𝜆 is the coefficient of degree regularisation.

4.3 Inference
During testing on Dtest, the similarity score 𝑠 (𝑞,𝑑 ) is calculated as:

𝑠 (𝑞,𝑑 ) = Sim(h𝑞, h𝑑 ), (14)

where h𝑞 and h𝑑 are the representations of query 𝑞 and candidate 𝑑
generated by CaseLink. Final top 5 ranking candidates are retrieved.

4.4 Post-processing
After the calculation of similarity score, the following post-processing
strategies are conducted for improving retrieval accuracy.
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Table 2: Top 10 runs of Task 1.

Team Submission Precision Recall F1

JNLP jnlpr&fe2.txt 0.3042 0.3735 0.3353
JNLP jnlpr&fe1.txt 0.2945 0.3667 0.3267

UQLegalAI uqlegalair3.txt 0.2908 0.3019 0.2962
UQLegalAI uqlegalair2.txt 0.2903 0.3013 0.2957
UQLegalAI uqlegalair1.txt 0.2886 0.2996 0.2940
AIIR Lab task1.aiirmpmist5.txt 0.2040 0.2319 0.2171

NOWJ prerank_dense_bge-rerank_
bge_ft_llm2vec_major_vote.txt 0.1670 0.2445 0.1984

AIIR Lab task1.aiircombmnz.txt 0.2317 0.1580 0.1879
AIIR Lab task1.aiirmpmist3.txt 0.2308 0.1575 0.1872
NOWJ prerank_dense_bge-rerank_bge_ft.txt 0.1605 0.1825 0.1708

4.4.1 Two-stage Ranking. To harness the strengths of statistical
methods, the candidate lists are initially reduced to ten cases using
the BM25 retrieval algorithm. Considering that the average number
of relevant cases in the training set is 4.1, the number of final
retrieved cases per query is fixed at five during the testing phase,
based on the calculated CaseLink similarity scores.

4.4.2 Year Filtering. It is known that precedents is the prior judicial
decision that serves as an example for future cases, which means
that the cited precedents should happen before the given query
case. Therefore, given a query, only cases with earlier dates than the
query case are considered as candidates, while those with later dates
are excluded in this paper. Specifically, the latest date appearing in
a case is taken as its representative trial date.

5 Experiments and Results
5.1 Implementation
The training batch size is selected from {256, 512, 1024, 1678}. The
default GNN model is GAT [20] with number of layers chosen from
{1,2,3}. The dropout [14] rate is selected from {0.1, 0.2, 0.5}. The
default optimiser is Adam [3] with learning rate chosen from {1e-2,
1e-3, 1e-4} and the weight decay values from {1e-3, 1e-4, 1e-5}. In
contrastive training, each query is associated with one positive
sample and one easy negative sample, while the number of hard
negative samples is selected from {1, 5, 10}. In-batch samples of
other queries are also treated as easy negative samples. For degree
regularisation, the coefficient 𝜆 is chosen from {0,5e-4,1e-3,5e-3}.
The number of TopK case neighbour node𝐾 in Equation 4 is selected
from {3, 5, 10}. The threshold 𝛿 in Equation 5 is chosen from {0.85, 0.9,
0.95}. Due to the 4096 token limit of e5-mistral-7b-instruct model,
any case exceeding this length is truncated to 4096 tokens.

5.2 Result
The final top 10 runs of COLIEE 2025 Task 1 is shown in Table 2.
The three runs of Team UQLegalAI are all run by CaseLink model
with different hyperparameters. The F1 score reaches 0.2962, with
a gap of less than 0.04 compared to the first-place team.

In addition to the overall performance, our method exhibits a
stable situation. The result is stable that the variance of Precision,
Recall and F1 is small. The gap is less than ±0.003 for our method.
While for other methods, such as JNLP’s submission, the variance
is around ±0.01.

Compared with the highest performance, our method has a lower
Recall score. This can be due to the selection of more candidates in
ranking.

6 Conclusion
This paper presents the approach of Team UQLegalAI for Task 1 of
the COLIEE 2025 competition. To leverage the intrinsic connectiv-
ity relationships between legal cases, a method called CaseLink is
leveraged. Within the CaseLink framework, a Global Case Graph
construction module is introduced to build a case graph compris-
ing case-case edges, case-charge edges, and charge-charge edges
for each case. Node features within the GCG are encoded by a
high-quality text embedding large language model. A graph neural
network module is then employed to generate informative case
representations. The CaseLink model is trained with an InfoNCE
contrastive objective combined with a novel degree regularization
term. The final ranking results for Task 1 demonstrate the effective-
ness and strong performance of the proposed CaseLink approach.
In future work, developing more powerful models is still needed
for enhancing the accuracy of legal case retrieval.
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Abstract
This paper describes our participation in the Statute Law Retrieval

(Task 3) and Legal Textual Entailment (Task 4) tasks of the Compe-

tition on Legal Information Extraction/Entailment (COLIEE). For

Task 3, we explored three distinct information retrieval (IR) ap-

proaches: a BM25-based system using score thresholding (UIthr), a
re-ranking strategy that linearly combines BM25 and LLM-generated

scores (UIwa), and a meta-classifier designed to learn relevance

based on features including scores from BM25 and LLM prompts

(UImeta). For Task 4, we explored three methods, each building

upon approaches from previous COLIEE participants, notably JNLP.

The first method adapted JNLP’s approach by employing prompt

selection and voting classification, but utilized a lightweight LLM

and QLoRA fine-tuning (UIRunFTune). The second method is a

prompt-voting predictor that reasons directly in Japanese, based

on the premise that using the statute’s original language could

preserve linguistic particles and culturally specific nuances often

lost in English translation (UIRunLang). The third method applied

a voting strategy across the results generated by various advanced

prompting techniques, including Chain-of-Thought (UIRunCoT).
Finally, we discuss the system’s characteristics based on the evalu-

ation results of our COLIEE 2023 submissions.
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1 Introduction
The increasing volume of legal documents generated by legislators

and regulators has rendered traditional manual legal information

processing methods unsustainable. Consequently, there is a grow-

ing need for automated and computing-based systems to assist

legal professionals in managing and navigating this information

overload. Such systems are crucial for efficient legal research, case

preparation, and regulatory compliance. For instance, legal infor-

mation retrieval and automatic textual entailment can accelerate

the process of identifying relevant precedents, analyzing complex

legal texts, and ensuring adherence to evolving regulations. This

automation not only enhances productivity but also minimizes the

potential for human error in critical legal decision-making.

The Competition on Legal Information Extraction/Entailment

(COLIEE) serves as a forum for discussing issues related to legal

information retrieval (IR) and textual entailment [5]. COLIEE fea-

tures two categories of tasks: those using case law (Tasks 1 and

2) and those utilizing Japanese statute law based on Japanese bar

exam questions (Tasks 3 and 4). This year, IRNLPUI participated
in the statute law tasks, specifically Task 3: Statute Law Retrieval,

and Task 4: Legal Textual Entailment. The statute law tasks used

Japanese bar exam questions related to the Japanese Civil Code.

We employed a portion of the Civil Code with an official English

translation (768 articles). Training data (1,532 question-article pairs)

was derived from previous COLIEE datasets. Test data consisted of

73 new questions from the 2025 bar exam.

Task 3 requires retrieving an appropriate subset {𝑝1, 𝑝2, . . . , 𝑝𝑛}
of Japanese Civil Code Articles from the collection 𝑆 to determine

the entailment of a legal bar exam question statement 𝑄 . Task 4 fo-

cuses on determining whether a given premise 𝑃 = {𝑝1, 𝑝2, . . . , 𝑝𝑛}
(a set of retrieved legal articles) entails or contradicts a hypothesis

𝑄 (a legal bar exam question). This task requires evaluating the

logical relationship between 𝑃 and 𝑄 , which can be classified into

two categories: entailment (𝑃 ⇒ 𝑄) or contradiction (𝑃 ⇒ ¬𝑄).
This paper details our methods for Tasks 3 and 4 and discusses

the system’s characteristics based on the evaluation results of our

submitted runs. For Task 3, we employed a combination of scoring

regimes. This involved using the well-established BM25 algorithm,

alongside an LLM-based scoring method, allowing us to capture

deeper semantic relationships and contextual relevance beyond

simple keyword matching. For Task 4, we utilized three distinct clas-

sification strategies: fine-tuning large language models, employing

higher-level reasoning prompting techniques, and prompt-voting

predictor that reasons in Japanese.
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2 Related Works
2.1 Statute Law Retrieval
In COLIEE 2023, the CAPTAIN system [11] achieved first place

by implementing ranking models based on large language mod-

els (LLMs). It utilized Tohoku BERT for Japanese and monoT5 for

English, with the optimal results obtained by combining both out-

puts. The HUKB system [9] made use of an ensemble technique,

merging keyword-based information retrieval (IR) with various

configurations and LLM-based ranking using Tohoku BERT. Simi-

larly, JNLP [1] used a hybrid approach, applying BM25 for Japanese

retrieval and monoT5 for English ranking. The NOWJ system [18]

followed a two-stage retrieval process, in which BM25 initially re-

trieved candidates, and a multilingual LLM-based ranking model

(bert-base-multilingual-uncased) refined the results for both Japan-

ese and English. Lastly, UA adopted a more traditional IR strategy,

relying on BM25 and TF-IDF for document retrieval [17].

In COLIEE 2024, the winning team was JNLP [12], which used

BERT-base-Japanese with checkpoint ensembling. Three systems

employed large language models (LLMs), specifically Mistral, Ran-

kLLaMA, and Qwen, for ranking, scoring, and refining retrieved

results. NOWJ [14] trained BERT for Sequence Classification with

multitask learning (Tasks 3 and 4) and combined the results with

BM25 scores. AMHR [15] used BM25 to retrieve the top-50 results,

re-ranked them with MonoT5 fine-tuned for COLIEE, and applied

LLMs for final selection.

Based on previous years’ approaches, BM25 has demonstrated

sufficient capability in retrieving relevant articles, particularly when

the legal questions are simple and contain explicit keywordmatches.

However, LLMs have shown strength in understanding the seman-

tic relationships between articles and questions, allowing them to

capture relevance beyond lexical similarity. Given these findings,

combining BM25 with LLM-based ranking may provide an effec-

tive balance, leveraging BM25’s efficient keyword-based retrieval

while incorporating LLMs’ deeper semantic understanding. This

hybrid strategy could lead to improved retrieval accuracy while

maintaining a reasonable computational cost.

2.2 Legal Textual Entailment
JNLP@COLIEE-2023 [1] achieved first-rank performance by lever-

aging data augmentation and large language models (LLMs) for

legal case entailment. Their approach involved fine-tuning LLMs

with domain-specific datasets and applying ensemble strategies

to enhance robustness. Similarly, AMHR Lab 2023 [15] demon-

strated the potential of integrating generative large language mod-

els (LLMs) and ensemble strategies for legal textual entailment.

Their approach utilized GPT-4 and Flan-T5 models, achieving state-

of-the-art results on validation splits. This highlights the effective-

ness of prompting strategies with generative LLMs. Furthermore,

their ensemble methods showcased the importance of model com-

bination strategies. These findings align with insights from “Per-

formance of Individual Models vs. Agreement-Based Ensembles for

Case Entailment” [3], which empirically validated the superiority

of agreement-based ensembles over single-model predictions.

To ground these insights in concrete evidence, we reproduced

two of the best-known 2023 pipelines on the COLIEE-2025 train-

ing set: (1) the encoder-centric KIS workflow based on LUKE and

extensive legal pre-processing, and (2) JNLP’s lightweight prompt-

selection strategy in which we fine-tuned a 7-billion-parameter

Qwen2 model. Based on our experiment the fine-tuned light-weight

LLM achieved an F1 score of 0.676, outperforming the best encoder

variant that we experiment (ModernBERT, F1 = 0.625) even after

domain-specific pre-processing and data augmentation. This em-

pirical gap motivated us to adopt the more robust Qwen2-72B as

the backbone of our subsequent runs (UIRunLang, and UIRunCoT).

CAPTAIN [11] demonstrated a significant contribution by in-

tegrating keyword-based matching with neural embeddings for

legal textual entailment at COLIEE 2023. They fine-tuned trans-

former models, specifically Tohoku BERT and monoT5, highlight-

ing the strong performance achievable with encoder-based models

through a balanced approach to lexical precision and semantic

understanding. Similarly, KIS [16] employed LUKE, an encoder-

based model, complemented by preprocessing steps that expanded

the dataset and filtered relevant clauses to focus on critical legal

content at COLIEE 2024. Their methodology also incorporated

rule-based ensembling and the aggregation of predictions from

multiple LUKE runs, demonstrating the efficacy of combining rule-

based reasoning with neural models. This approach secured the

second-rank position, underscoring the effectiveness of ensemble

techniques and encoder models. Furthermore, NOWJ [14] explored

multi-task learning and ensemble strategies, emphasizing the impor-

tance of prediction aggregation for robust performance. Their use

of BERT-base-multilingual-uncased for both English and Japanese

texts showcased the model’s noteworthy cross-lingual capabilities.

Higher-level reasoning techniques have also been a focal point in

recent research. The AHMR Lab team [15] and CAPTAIN (2024) [13]

also utilized frameworks that leverage chain-of-thought (CoT) rea-

soning to address complex legal cases. These methods informed

our adoption of advanced reasoning paradigms such as Graph-of-

Thought (GoT) and Tree-of-Thought (ToT), which extends the capa-

bilities of traditional CoT by modeling further reasoning between

legal entities and clauses [8].

3 Methods
3.1 Statute Law Retrieval Task
The objective of Task 3 in the COLIEE 2025 competition is to re-

trieve a subset of Japanese Civil Code Articles 𝑆 that are relevant

to a given legal bar exam question, denoted as 𝑄 . Participants

are required to identify a set of articles, formally represented as

𝑃 = {𝑝1, 𝑝2, . . . , 𝑝𝑛}, that provides legal justification for answering

𝑄 . This task serves as a precursor to Task 4, which involves reason-

ing over the selected articles to determine the legality of 𝑄 . Our

system follows a two-stage retrieval approach: (1) a hierarchical

indexing strategy to structure and index the legal articles effec-

tively, and (2) a multi-method retrieval process that incorporates

lexical matching, large language models (LLMs), and a machine

learning-based classification approach for final selection. To thor-

oughly investigate and optimize retrieval performance, we have

designed and implemented three distinct retrieval pipelines, named

UIthr, UIwa, and UImeta. This allows us to explore various trade-

offs and to tailor the retrieval process to different types of legal

queries, all with the goal of improving overall retrieval effectiveness

of the returned legal articles.
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Legal Text Structuring and Indexing. The Japanese Civil Code
follows a hierarchical structure comprising parts, chapters, sections,

and articles. To enhance retrieval effectiveness, we preprocessed

the statute law documents by extracting and appending hierar-

chical metadata prior to indexing. Subsequently, each article is

structured as shown in Table 1. The “Full Text” field will be used

for document indexing. This enriched representation ensures that

each legal article is indexed with its complete legal context. For

indexing and retrieving documents from the structured corpus, we

utilized BM25, a probabilistic retrieval ranking function based on

term frequency-inverse document frequency (TF-IDF).

Type Value

Part Number I

Part Text General Provisions

Chapter Number II

Chapter Text Persons

Section Number 3

Section Text Capacity to Act

Article Title Permission for Minors to Conduct Business

Article Number 6

Article Text (1) Aminor who is permitted to conduct one

or multiple types of business has the same

capacity to act as an adult as far as that busi-

ness is concerned. (2) In a case as referred

to in the preceding paragraph, if there are

grounds that make the minor unable to sus-

tain that business, the legal representative

may revoke or limit the permission therefor

in accordance with the provisions of Part IV

(Relatives).

Full Text General Provisions. Persons. Capacity to

Act. Permission for Minors to Conduct Busi-

ness. (1) A minor who is permitted to con-

duct one or multiple types of business has

the same capacity to act as an adult as far

as that business is concerned. (2) In a case

as referred to in the preceding paragraph,

if there are grounds that make the minor

unable to sustain that business, the legal

representative may revoke or limit the per-

mission therefor in accordance with the pro-

visions of Part IV (Relatives).

Table 1: Article sample with extracted hierarchical metadata

BM25-Based Initial Retrieval. BM25 is a widely adopted infor-

mation retrieval model known for its ability to rank documents

based on the overlap of terms between the query and the docu-

ment, while also accounting for term saturation and document

length normalization. We used BM25 to generate an initial candi-

date set comprising the top-20 articles per query. Subsequently, we

explored various strategies to refine the selection process, includ-

ing re-ranking, from these retrieved documents, resulting in three

distinct retrieval pipelines: UIthr, UIwa, and UImeta.

UIthr – BM25 Score Thresholding. In this approach, we apply

a fixed threshold based on the raw BM25 score. Specifically, we

experimented with varying BM25 score thresholds (i.e., filtering

documents whose scores exceed 30, 40, 50, or 60) to determine

which threshold yields the best trade-off between precision and

recall. We empirically found that a threshold of 50 achieved the

optimal F-score. Thus, we selected articles with BM25 scores greater

or equal than 50 as the final set of relevant candidates. Algorithm 1

provides the detailed implementation.

Algorithm 1: BM25-Based Document Retrieval with

Score Thresholding.

input :Question Set 𝑄 , Article Collection 𝐷 , BM25

Scoring Function 𝐵𝑀25(𝑞, 𝑝), Score Threshold 𝑇 ,
Top-𝑘

output :Retrieved Set 𝑃

1 foreach question 𝑞 ∈ 𝑄 do
2 Initialize candidate set 𝐶 ← ∅;
3 foreach article 𝑝 ∈ 𝐷 do
4 Compute 𝑠𝑐𝑜𝑟𝑒 ← 𝐵𝑀25(𝑞, 𝑝);
5 Add (𝑝, 𝑠𝑐𝑜𝑟𝑒) to 𝐶;
6 Sort 𝐶 by score in descending order;

7 Select top 𝑘 documents from 𝐶 as 𝐶𝑘 ;

8 Initialize retrieval set 𝑃𝑞 ← ∅;
9 foreach (𝑝, 𝑠𝑐𝑜𝑟𝑒) ∈ 𝐶𝑘 do
10 if 𝑠𝑐𝑜𝑟𝑒 ≥ 𝑇 then
11 Add 𝑝 to 𝑃𝑞 ;

12 if 𝑃𝑞 = ∅ then
13 Select document 𝑝𝑚𝑎𝑥 with the highest score

from 𝐶𝑘 ;

14 Add 𝑝𝑚𝑎𝑥 to 𝑃 ;

15 Add 𝑃𝑞 to 𝑃 ;

16 return 𝑃 ;

UIwa – BM25 and LLM-Based Scores. To enhance the retrieval

pipeline with deeper semantic understanding, we integrated large

language models (LLMs) to refine the initial search results. While

traditional lexical-based retrieval methods, such as BM25, are ef-

fective at identifying relevant legal articles by matching keyword

occurrences, they often struggle to capture the underlying seman-

tic meaning of queries, particularly in complex legal contexts. To

address this limitation, we employed an additional LLM-based rank-

ing step to re-evaluate the relationship between a query and the

retrieved documents, moving beyond simple keyword matching.

We utilized OpenHermes 2.5 Mistral 7B bnb 4bit1, selected
for its compatibility with COLIEE 2025’s restrictions on using mod-

els last updated before the 2024 Japanese bar exam. We utilized

Unsloth [4], an optimization framework specifically designed for

the efficient fine-tuning and inference of large models. This frame-

work enables faster processing by using quantization techniques,

1
https://huggingface.co/unsloth/OpenHermes-2.5-Mistral-7B-bnb-4bit
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which reduce model size and computational overhead without sig-

nificantly sacrificing accuracy. Subsequently, we refined the BM25

results by scoring each question-article pair using the LLM. The

LLM assigned a relevance score based on the semantic relation-

ship between the question and the legal article. We then computed

a straightforward weighted average of the BM25 score and the

LLM-assigned relevance score:

𝑆
final
(𝑞, 𝑝) = 𝛼 · 𝑆BM25 (𝑞, 𝑝) + (1 − 𝛼) · 𝑆LLM (𝑞, 𝑝) ,

where 𝑆BM25 (𝑞, 𝑝) is the BM25 score of document 𝑝 for query 𝑞;

𝑆LLM (𝑞, 𝑝) is the LLM-based relevance score; and 𝛼 is a tunable

parameter controlling the balance between lexical and semantic

relevance, with 0 ≤ 𝛼 ≤ 1. Articles exceeding a predetermined

threshold, 𝑇 , were selected as the final results. The final set of

retrieved documents, denoted by 𝑃 ′, was determined as follows:

𝑃 ′ = {𝑝 ∈ 𝑃 | 𝑆
final
(𝑞, 𝑝) ≥ 𝑇 } .

If no documents satisfy the threshold 𝑇 , we select the highest-

scoring document, 𝑃 ′ = {𝑝max}, where

𝑝max = argmax

𝑝∈𝑃
𝑆
final
(𝑞, 𝑝) .

UImeta – Data-driven Meta-Classifier. Instead of relying on

a simple weighted average, this approach makes use of a meta-

classifier to determine the final set of relevant legal articles. We

used logistic regression, a statistical model commonly used for

binary classification, to predict the relevance of a question-article

pair. The model was trained using features derived from:

• BM25 relevance scores, denoted by 𝑆BM25,

• LLM-assigned relevance scores, denoted by 𝑆LLM,

• Cosine similarity between question and article using embed-

ding legal-bert-base-uncased2, denoted by 𝑆cos,

• Article length, denoted by 𝑙𝑒𝑛(𝑑),
• Question length, denoted by 𝑙𝑒𝑛(𝑝).

After training, the logistic regression classifier predicts whether

each article should be included in the final selection. The final set

of retrieved documents is:

𝑃 ′ = {𝑝 ∈ 𝑃 | 𝐿(𝑦 = 1, 𝑝) ≥ 𝑇 } ,

where 𝐿(𝑦 = 1, 𝑝) = 𝜎 (w𝑇 .𝑓 (𝑝) + 𝑏); 𝐿(𝑦 = 1, 𝑝) = 1 − 𝐿(𝑦 =

0, 𝑝); 𝜎 (.) is a logistic function; w ∈ 𝑅5 and 𝑏 ∈ 𝑅 are train-

able parameters; and 𝑓 (𝑝) represents a feature vector extracted

from 𝑝: [𝑆BM25, 𝑆LLM, 𝑆cos, 𝑙𝑒𝑛(𝑑), 𝑙𝑒𝑛(𝑝)]. If no document meets

the threshold 𝑇 , we select the highest confidence prediction, 𝑃 ′ =
{𝑝max}, where

𝑝max = argmax

𝑝∈𝑃
𝐿(𝑦 = 1, 𝑝) .

3.2 Legal Textual Entailment Task
The objective of Task 4 in the COLIEE 2025 competition is to deter-

mine the relationship of legal textual entailment between a given

premise 𝑃 and a hypothesis 𝐻 . Participants were required to clas-

sify the relationship between 𝑃 and 𝐻 into one of three categories:

entailment or contradiction. In this task, 𝑃 represents a legal text,

typically an article or a set of articles from the Japanese Civil Code,

2
https://huggingface.co/nlpaueb/legal-bert-base-uncased

while 𝐻 represents a legal statement derived from a bar exam ques-

tion. The goal is to evaluate whether the content in 𝑃 logically

supports 𝐻 (entailment) or contradicts 𝐻 (contradiction).
Our approach is centered on producing computationally light

and economical solutions. We begin the study by replicating and

streamlining the strategies of the JNLP and KIS teams, who were

the top two performers in COLIEE Task 4 in 2023, using the Eng-

lish dataset of given data by COLIEE 2025 committee. The JNLP

team’s methodology involves collecting and comparing prompts to

determine which ones perform well, then fine tuning a language

model and performing evaluations [2]. On the other hand, the KIS

team utilizes an encoder-based model with advanced preprocessing

techniques to expand and filter relevant legal data, then employs

an ensemble of fine-tuned LUKE-based models with rule-based

methods [16].

UIRunFTune – Prompt Selection & Fine-Tuning. The JNLP
team’s original methodology emphasized prompt selection and lan-

guage model tuning [2]. Our adaptation focuses on lightweight re-

production using open-source language model. The core elements

include prompt selection, fine-tuning prompted LLMs, and vot-

ing classification. We utilized PromptSource3 to extract 10 candi-

date prompts designed for natural language inference (NLI) tasks.

PromptSource is a framework for efficiently creating and managing

prompts for various natural language tasks, allowing for system-

atic prompt generation, customization, and evaluation [6]. These

prompts were selected based on their compatibility with the for-

mat of Natural Language Inference and legal premise-hypothesis

pairs in the COLIEE dataset. Each prompt was designed to fuse the

premise (T1) and hypothesis (T2) into a question-answer format.

These prompts are:

(1) “Does the claim {hypothesis} follow from the fact that

{premise}? Please answer either yes or no.”
(2) “We say that one sentence entails another sentence when

the first sentence implies the second sentence. Consider the

following two sentences: {premise} {hypothesis} Is the

relationship from the first to the second sentence entailment

or not entailment?”

(3) “Does {premise} imply that {hypothesis}? Please answer
either yes or no.”

(4) “{premise} Does this imply {hypothesis} Please answer

A) yes or B) no.”

(5) “{premise} Does this mean that {hypothesis} is true? A)
yes or B) no.”

(6) "Suppose {premise}. Can we infer that {hypothesis}? Yes
or no?"

(7) "Given that {premise}, Does it follow that {hypothesis}?
Yes or no?"

(8) “{premise} Question: Does this imply that {hypothesis}?
Yes or no?”

(9) “Given that {premise}, Therefore, can we conclude that

{hypothesis} is necessarily true? Yes or no?”

(10) “Take the following as truth: {premise}. Then the following

statement: {hypothesis} is true or false?”

3
https://github.com/bigscience-workshop/promptsource

95

https://huggingface.co/nlpaueb/legal-bert-base-uncased
https://github.com/bigscience-workshop/promptsource


IRNLPUI at COLIEE 2025: Utilization of LLMs for Statute Law Retrieval and Legal Entailment Task COLIEE 2025, June 20, 2025, Chicago, USA

Due to resource limitations, a sample of 200 random data points

was used for evaluation. Each prompt’s performance was assessed

using the Flan-T5 Base model
4
in a zero-shot setting. The selection

of the model considers the resource limitation for the GPU and

running time. If the model produced ambiguous or non-conforming

answers (e.g., outputs lacking a clear “yes” or “no”), an additional

inference step was introduced using an encoder-based model such

as Facebook BART Large MNLI
5
, which explicitly classified entail-

ment relationships.

The top three performing prompts were selected for further fine-

tuning task. Using these three prompts, we performed fine tuning

on 300 samples via Qwen2-7B
6
in a zero-shot setting. We chose

this model because of its state of the art model, and it demonstrates

strong generalization capabilities and computational efficiency,

making it suitable for handling diverse legal reasoning tasks [19].

To optimize the fine-tuning process, we utilized the Unsloth [4]

with a quantized 4-bit precision, trained for 5 epochs using a LoRA
(Low-Rank Adaptation) adapter [7]. After fine-tuning, predic-
tions were made. If no explicit “yes” or “no” answer was present,

the output was forwarded to the encoder-based model, such as

Facebook BART Large for further clarification.

UIRunLang – Japanese Voting Prediction. Based on the initial

performance comparison between the fine-tuned lightweight LLM

model and the fine-tuned encoder-based model, the results indicate

that the fine-tuned LLM model performs better. Consequently, we

proceed to utilize a more robust LLM, such as QWEN-2 with 72

billion parameters, for error analysis on the hard cases.

Complex cases where the model consistently failed (less than

25% correct predictions among three prompts with three trials each)

were presented to legal experts for further analysis. The objective

was to gain insights into the reasoning patterns required to cor-

rectly predict entailment or contradiction in challenging scenarios

by real human. Legal experts were asked to provide feedback on

why certain hypotheses were incorrectly predicted and what are

the reasoning steps that could aid in predicting these statements.

Based on an interview with one of the lawyers, it was stated that

laws in each country are distinct and can be influenced by that

country’s culture or behavior. Therefore, they cannot be general-

ized, as language can define the origin of the law and influence its

interpretation and application.

Given that the case pertains to Japan, we experimented with

the Japanese language to assess its impact on model accuracy. The

results indicate that in complex cases where the model consis-

tently failed using English language prompts, Japanese language

prompts performed better in these scenarios. We hypothesize that

this gain stems from the fact that the original language encodes

culture–specific legal nuance that is partially lost in translation.

Japanese statutory phrases often employ particles and domain-

specific kanji compounds whose exact force cannot be rendered

one-to-one in English. Operating directly on the Japanese version

therefore allows the model to reason with the same conceptual

primitives that human jurists use, leading to more faithful logical

deductions in borderline cases.

4
https://huggingface.co/google/flan-t5-base

5
https://huggingface.co/facebook/bart-large-mnli

6
https://huggingface.co/Qwen/Qwen2-7B-Instruct

To stabilise the predictions we also introduce a lightweight vot-
ing layer. Concretely, we reuse the three top-performing prompt

templates (Prompt 4, 5, 10) identified during the UIRunFTune study.

At inference time the model is queried with all three prompts and

the final label is decided by majority vote.

UIRunCoT – Prompt Engineering. To address the remaining

complex cases without translation issues, we employed advanced

reasoning-based prompt engineering that leverage structured logi-

cal frameworks and hierarchical reasoning processes. These meth-

ods include utilizing Chain-of-Thought (CoT), Tree-of-Thought

(ToT), and Graph-of-Thought (GoT) reasoning.

Chain-of-Thought (CoT) reasoning involves breaking down the

reasoning process into sequential steps, enabling the model to ex-

plicitly articulate its thought process. We prompt the model to (1)

extract the controlling clause, (2) align clause elements with the

hypothesis, (3) identify any gaps or conflicts, and (4) assign a 1–5

confidence entailment score. This method is particularly effective

for legal entailment tasks because it mimics the logical progres-

sion that human experts use when analyzing complex legal princi-

ples [10]. For instance, legal reasoning often requires identifying

the core principle in a statute, comparing it with the hypothesis,

and justifying whether the relationship is one of entailment, con-

tradiction, or neutrality. Furthermore, as highlighted in [10], CoT

significantly improves performance on tasks requiring multi-step

reasoning, which are common in legal domains.

Tree-of-Thought (ToT) reasoning extends CoT by exploring mul-

tiple reasoning paths based on possible interpretations of the legal

principle [8]. Legal texts often contain ambiguities or multiple plau-

sible interpretations, especially when dealing with nested clauses or

conditional relationships. ToT addresses this challenge by branch-

ing the reasoning process into three parallel paths, Path A, which

checks direct support or contradiction; Path B, which resolves ambi-

guity via alternative readings; and Path C, which brings in external

precedents or contextual factors. As noted in [8], ToT is particularly

effective in scenarios where legal principles are open to subjec-

tive interpretation, as it enables the model to weigh competing

arguments and select the most convincing path.

Graph-of-Thought (GoT) uses a dynamic reasoning graph to

represent logical connections between reasoning steps [8]. This

graphical representation is especially well-suited for legal reason-

ing tasks, which often involve intricate dependencies and cyclical

relationships. For example, a legal principle may depend on prior in-

terpretations, statutory rules, or judicial precedents, all of which can

influence its application in a given case. This structure enables the

model to dynamically explore multiple reasoning paths while main-

taining coherence across the entire graph. As highlighted in [8],

GoT excels in handling complex, multi-layered reasoning tasks,

making it an ideal choice for legal entailment problems that require

synthesizing information from diverse sources. Additionally, the

graph-based approach facilitates the identification of strong and

weak arguments.

The final prediction strategy, UIRunCoT, achieved the highest

overall performance on our evaluation subset by integrating ad-

vanced reasoning methods – specifically, CoT, ToT, and GoT – into

a voting mechanism. We believe this voting mechanism is able to
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Prompt for CoT:

You are a legal expert analyzing legal entailment. Follow these

steps:

1. Identify the core legal principle from the given article.

2. Compare it with the statement to determine if it is explicitly

supported, implicitly supported, or contradicted.

3. Justify your reasoning with reference to legal logic.

4. Provide a final entailment decision on a **confidence scale

(1-5)**.

Legal Article: {premise}

Statement: {hypothesis}

- [Answer]

Step 2: Compare the principle with the statement:

- [Does the statement match the article? If yes, how? If no,

why?]

Step 3: Provide a final entailment decision using the confi-

dence scale below:

1 - Highly confident it is contradicted

2 - Shows slight contradiction

3 - Neutral (neither entailed nor contradicted)

4 - Shows slight entailment

5 - Highly confident it is entailed

- [Final answer: Select a number from 1 to 5 based on the level

of entailment]

Figure 1: Prompt template for Chain-of-Thought reasoning.

harness the individual strengths of each method to handle diverse

challenges in legal reasoning.

Figure 1 shows the exact Chain-of-Thought prompt template

we use. This structured multi-step format ensures the model sys-

tematically extracts, compares, and justifies each legal element

before rendering a confidence-scored entailment decision, thereby

markedly improving both interpretability and accuracy. For ToT,

we extend this template by instructing the model to generate three

parallel reasoning branches (direct support/contradiction, alternate

interpretations, precedent-based) and then reconcile them. For GoT,

we further augment the prompt to ask the model to output explicit

reasoning “nodes” and “edges,” forming a dependency graph whose

strongest subgraph determines the final entailment decision.

4 Experiments & Discussions
4.1 Statute Law Retrieval Task

Dataset. Similarly to the format of the previous year, the data

set for this task consists of 996 questions, a legal corpus (Civil

Code) with 768 articles and 1532 pairs of questions and relevant

articles (positive samples). For the development process, we choosed

questions that have an ID starting R05 (109 questions) as a validation

set and conduct model/settings evaluations on this subset.

Official Test Results. Table 2 shows the full test results of Task
3 provided by the COLIEE 2025 organization, including our mod-

els (UIthr, UIwa, and UImeta)7. Our models achieved moderate

performance, with precision scores comparable to some of the

higher-ranked systems. However, they exhibit a notable deficiency

in recall, which impacts their overall retrieval effectiveness. While

our models maintain a reasonable balance between precision and

recall, they struggle to retrieve all relevant documents effectively.

This results in a lower MAP score and diminishes performance in

ranking metrics such as R@5, R@10, and R@30.

Run F2 P R MAP R@5 R@10 R@30

JNLP_RUN1 .8365 .8037 .8744

CAPTAIN.H2 .8301 .8333 .8516 .6721 .7174 .7935 .9130

CAPTAIN.H3 .8204 .8002 .8584 .6721 .7174 .7935 .9130

CAPTAIN.H1 .8103 .8196 .8311 .6721 .7174 .7935 .9130

JNLP_RUN2 .7863 .7272 .8402

JNLP_RUN3 .7861 .7420 .8265

INFA .6917 .7671 .6826 .6463 .7065 .7717 .8913

mpnetAIIRLab .6674 .3562 .8858 .8012 .8696 .9130 .9674
OVGU3 .6041 .6347 .6142 .7134 .8152 .8587 .9674

mistralRerank .5962 .3196 .7900 .6916 .8261 .9022 .9022

OVGU2 .5959 .6096 .6027 .7466 .7826 .8696 .9565

NVAIIRLab .5836 .3014 .7854 .7468 .7609 .8261 .9348

UIwa .5816 .5856 .5890 .6656 .6739 .7500 .7609

UImeta .5793 .5788 .5890 .6720 .7283 .7609 .7609

UIthr .5723 .6027 .5685 .6656 .6739 .7500 .7609

OVGU1 .4672 .4635 .4795 .7134 .8152 .8587 .9674

UA-mpnet .2540 .0986 .4361 .3435 .3913 .4674 .6196

UA-gte .2517 .0986 .4292 .3244 .3913 .4783 .6304

UA-bm25 .2113 .0795 .3699 .3168 .3152 .4457 .6196

NOWJ.H1 .0137 .0137 .0137 .0268 .0217 .0652 .1304

NOWJ.H2 .0137 .0137 .0137 .0268 .0217 .0652 .1304

NOWJ.H3 .0137 .0137 .0137 .0268 .0217 .0652 .1304

Table 2: Performance of our models on the official test set
for Task 3 at COLIEE 2025.

Error analysis. To further examine the system’s recall perfor-

mance, we analyzed how it performs based on the number of rel-

evant articles per query. Table 3 presents the results for our best-

performing system, UIwa. The results indicate that the system

achieves a reasonable recall for queries with only one relevant

article. However, when the number of relevant articles increases,

performance drops significantly. For queries with two relevant

articles, recall falls sharply, leading to a decline in the F2 score.

Moreover, for the one query with three relevant articles, the sys-

tem failed to retrieve any relevant documents within the top three

ranks. This pattern suggests that the model was more optimized for

single-relevant-article queries and struggles with multi-relevant-

item retrieval.

7
The source code for our methods and experiments for Task 3 is available at the

following link: https://github.com/swastikanata/coliee2025-task3-irnlpui

97

https://github.com/swastikanata/coliee2025-task3-irnlpui


IRNLPUI at COLIEE 2025: Utilization of LLMs for Statute Law Retrieval and Legal Entailment Task COLIEE 2025, June 20, 2025, Chicago, USA

# Rel. Count Prec. Recall F2 # Rel. Retr.

1 55 69.54 72.72 71.43 72.72

2 17 26.47 17.64 18.62 35.29

3 1 0.00 0.00 0.00 0.00

Table 3: UIwa performance based on number of relevant
articles of each query.

In addition, we analyzed a sample of the questions where our

system struggled to retrieve relevant articles. In this sample, there

were 14 questions with an R@5 of 0, 9 questions with an R@10 of

0, and 8 questions with an R@30 of 0. Among these 8 questions

where R@30 was 0, some failures involve articles that applymutatis
mutandis references to other articles with slight modifications in

meaning. This presents a challenge for retrieval models because

there is often no direct keyword match between the question and

the referenced articles. Traditional retrieval methods do not capture

this implicit cross-referencing mechanism, making it difficult to

rank such articles highly in search results. Addressing this issue

may require incorporating explicit legal cross-references into the

retrieval model.

Another error case highlights difficulties in understanding the

semantic meaning of anonymous symbols, such as “A”, “B”, “G”, and

“Y”. For example: “Suppose A has a claim for the sale price
of 10 million yen against B based on a purchase and sale
contract with B. B donates movable property Y owned by
B to G, who then donates Y to H, and H then donates
Y to I . . . ”. Since keyword-based retrieval models like BM25

rely on lexical overlap, they struggle to surface such semantically

relevant articles, preventing them from being evaluated by LLMs

in later processing stages.

4.2 Legal Textual Entailment

Prompt Selection for UIRunFTune. We evaluated 10 candidate

prompts extracted from PromptSource that is compatible with the

COLIEE dataset and the natural language inference (NLI) task. Fig-

ure 2 visualizes the performance trends across all 10 prompts, we

plotted the F1 scores for each trial along with the average F1 score.

The plot highlights the variability and consistency of the results.

After conducting trials with a sample of 200 random data points,

we identified Prompt 4, 5, 10 as the top-3 performing prompt. The

content of prompts was as follows:

(1) Prompt 4 :

{ p remise }

Does t h i s imply

{ hypo t h e s i s }

P l e a s e answer {A) yes or B ) no . }

(2) Prompt 5 :

{ p remise }

Does t h i s mean t h a t

{ h ypo t h e s i s }

i s t r u e ? {A) yes or B ) no . }

(3) Prompt 1 0 :

Take the f o l l ow i n g as t r u t h :

{ p remise } .

Then the f o l l ow i n g s t a t emen t :

{ h ypo t h e s i s }

i s { t r u e } or { f a l s e } ?

1 2 3 4 5 6 7 8 9 10
Prompt
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Figure 2: F1 Scores per Prompt Across Three Trials with Av-
erage and Standard Deviation.

The top three performing prompts (Prompt 4, Prompt 5, and

Prompt 10) will be fine-tuned on 300 samples using Qwen2-7B in

a zero-shot setting, then we evaluated their performance. Follow-

ing fine-tuning, a voting mechanism was applied to combine the

predictions of the three prompts.

English vs Japanese. Given that laws in each country are distinct

and influenced by cultural or behavioral contexts, language plays a

crucial role in defining the origin, interpretation, and application

of legal texts. To investigate the impact of language on model per-

formance, we conducted an evaluation and error analysis focusing

on predictions made using both English and Japanese versions of

the dataset. For this analysis, we used a sample of 250 instances

from the training data, conducting nine trials (three trials each with

Prompts 4, 5, and 10).

This analysis revealed 35 instances where the model can only

correctly predict the result in two or fewer out of nine attempts,

which are considered hard cases. Conversely, there are 175 in-

stances where the model succeeded in seven or more out of nine

attempts, which we classify as easy cases. We evaluated the perfor-

mance of Qwen 2-72B on hard and easy cases for both languages.

Tables 4 and 5 show the results, which indicate that Japanese predic-

tions outperform English predictions in hard cases, while English

predictions slightly outperform Japanese in easy cases.

Japanese Language. Legal systems are inherently bound to the

linguistic and cultural contexts in which they develop. The Japan-

ese Civil Code embodies conceptual frameworks shaped by Japan’s

unique legal tradition and societal values, with terminology that

carries precise doctrinal meanings refined through decades of ju-

dicial practice. When legal texts are translated, critical nuances

embedded in original lexical choices and grammatical structures

often become diluted.
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Model True Pred. False Pred.

Qwen Prompt 4 (English) 4 31

Qwen Prompt 5 (English) 4 31

Qwen Prompt 10 (English) 3 32

Qwen Prompt 4 (Japanese) 13 22

Qwen Pred 5 (Japanese) 13 22

Qwen Pred 10 (Japanese) 13 22

Table 4: Performance on Hard Cases.

Model True Pred. False Pred.

Qwen Prompt 4 (English) 168 7

Qwen Prompt 5 (English) 169 6

Qwen Prompt 10 (English) 171 4

Qwen Pred 4 (Japanese) 164 11

Qwen Pred 5 (Japanese) 167 12

Qwen Pred 10 (Japanese) 164 11

Table 5: Performance on Easy Cases.

Consider the determination of whether usufructuary rights apply

exclusively to real property. The Japanese formulation in Figure 3

uses the term不動産 (fudōsan), which in Japan’s legal taxonomy

strictly denotes land and permanent structures, a closed category

excluding movable assets. This precision stems from Japan’s histor-

ical land tenure system, where property rights developed around

agricultural land management. The hypothesis’ phrasing成立す
る (seiritsu-suru, “be constituted”) directly echoes Article 175’s

創設 (sōsetsu, “create”), establishing a lexical chain that models

can detect. In contrast, the English translation’s “real estate” car-

ries broader common-law connotations, potentially encompassing

movable property in some jurisdictions. While the Japanese formu-

lation leaves no interpretative room due to its culturally-specific

definitions, the English version’s ambiguity could support multi-

ple readings. This demonstrates how original Japanese processing

captures definitional rigor that translations necessarily attenuate.

UIRunCoT results. The performance of the higher-level reasoning

methods is summarized in Table 6. Each method was evaluated on

accuracy, precision, recall, and F1 score. Then, the voting is used to

vote from the result of CoT, ToT, and GoT.

Method Accuracy Precision Recall F1 Score

CoT 0.792 0.8067 0.8329 0.8196

ToT 0.778 0.7984 0.8278 0.8128

GoT 0.764 0.7951 0.8242 0.8094

Voting 0.797 0.8099 0.8398 0.8246

Table 6: Performance metrics for LLMs that use higher-level
reasoning methods

From the results, each reasoning method offers unique strengths

tailored to specific types of legal reasoning tasks. Chain-of-Thought

English premise

Article 175 No real right may be established other than those

prescribed by laws, including this Code.

Article 265 A superficiary has the right to use another per-

son’s land in order to own structures, or trees or bamboo, on

that land.

Article 270 A farming right holder has the right to pay rent

and engage in cultivation or livestock farming on another

person’s land.

Article 280 A servitude holder has the right to use another

person’s land for the convenience of their own lands in ac-

cordance with purposes prescribed in the act establishing the

servitude; provided, however, that this right must not violate

the provisions (limited to those that relate to public policy)

under Section 1 of Chapter 3 (Extent of Ownership).

Hypothesis

Usufructuary rights are only established for real estate.

Japanese premise

第百七十五条物権は、この法律その他の法律に定めるものの

ほか、創設することができない。

第二百六十五条地上権者は、他人の土地において工作物又は
竹木を所有するため、その土地を使用する権利を有する。

第二百七十条永小作人は、小作料を支払って他人の土地にお

いて耕作又は牧畜をする権利を有する。

第二百八十条 地役権者は、設定行為で定めた目的に従い、

他人の土地を自己の土地の便益に供する権利を有する。ただ

し、第三章第一節（所有権の限界）の規定（公の秩序に関す

るものに限る。）に違反しないものでなければならない。

Hypothesis

用益物権は，不動産にのみ成立する。

Figure 3: Case where Japenese is correctly predicted.

(CoT) performed well with an F1 score of 0.8196, showcasing the

advantages of step-by-step reasoning in enhancing interpretability

and transparency. Tree-of-Thought (ToT) outperformed other meth-

ods with an F1 score of 0.8128, as it excelled in exploring multiple

reasoning paths and resolving ambiguities, making it particularly

suitable for complex legal scenarios with multiple plausible inter-

pretations. Graph-of-Thought (GoT), with an F1 score of 0.8094,

demonstrated proficiency in capturing intricate dependencies but

showed a slight decline in precision, indicating challenges in han-

dling speculative or indirect reasoning. Finally, the voting mecha-

nism (UIRunCoT), which combined CoT, ToT, and GoT, achieved

the highest overall F1 score of 0.8246. This approach made use of
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the strengths of each method. The final prediction strategy, UIRun-
CoT, integrates these advanced reasoning methods to handle di-

verse challenges in legal reasoning. This pipeline ensures minimal

computational costs while achieving state-of-the-art performance

in complex legal entailment tasks.

Official Test Runs. We tested three prediction strategies that we

proposed earlier on the COLIEE’s official test dataset
8
. The perfor-

mance of these three main strategies used in our approach was as

follows:

• UIRunCoT achieved an accuracy of 80.09% on the case

H30 to R02. This demonstrates the effectiveness of higher-

level reasoning methods like Chain-of-Thought (CoT) in

addressing complex legal entailment tasks;

• UIRunLang achieved an accuracy of 82.19% on the case R06

and 82.87% on the case H30 to R02, showcasing the value

of demonstrating the effectiveness of using the Japanese

language and voting pipeline;

• UIRunFTune achieved an accuracy of 60.27% on the test

case and 64.51% on the case H30 to R02, indicating that while

fine-tuning lightweight LLMs improved performance over

baseline models, it was outperformed by advanced reasoning

methods like CoT and language-specific strategies.

Table 7 summarizes the performance of all participating teams in

Task 4 of the COLIEE 2025 competition. Each team’s predictions

were evaluated on 74 test cases, and the accuracy score was calcu-

lated as the percentage of correct predictions. Note that the test run

result for UIRunCoT was not included in the official table because,

at the time of the competition, we used a Qwen version released

after July 9, 2024 (JST).

5 Conclusions
In this paper, we presented our methodologies for Tasks 3 and 4

of the COLIEE 2025 competition. For Task 3, our system employed

a novel two-stage retrieval framework. This involved a hierarchi-

cal indexing strategy for efficient organization of legal articles,

followed by a multi-faceted retrieval process leveraging lexical

matching for precise keyword identification, large language models

(LLMs), and machine learning classification for refined selection.

We investigated three distinct information retrieval approaches: a

threshold-based BM25 system (UIthr), a linear re-ranking strategy

combining BM25 and LLM scores (UIwa), and a meta-classifier

learning relevance from BM25 and LLM features (UImeta).
For Task 4, our approach involved a systematic evaluation of vari-

ous prompts to identify thosewith strong performance. The selected

prompts then informed the fine-tuning of a language model, which

was subsequently used to generate predictions (UIRunFTune).
Since the law is created in Japanese, we utilize Japanese-based data

since it can influence the model to relate to its country behav-

ior and context (UIRunLang). Finally, our (UIRunCoT) strategy
demonstrated the effectiveness of a voting ensemble combining the

outputs of CoT, ToT, and GoT prompting techniques.

8
The source code for our methods and experiments for Task 4 is available at the

following link: https://github.com/bryan273/UI-COLIEE2025/tree/main

Team Correct Predictions Accuracy (%)

KIS3 66 90.41

KIS1 64 87.67

KIS2 62 84.93

CAPTAIN2 60 82.19

UIRunLang 60 82.19

JNLP002 59 80.82

JNLP003 59 80.82

CAPTAIN1 58 79.45

CAPTAIN3 58 79.45

UA2 57 78.08

UA3 57 78.08

JNLP001 56 76.71

KLAP.H2 56 76.71

UA1 55 75.34

NOWJ.run1 54 73.97

NOWJ.run2 54 73.97

NOWJ.run3 54 73.97

OVGU1 54 73.97

KLAP.H1 48 65.75

RUG_V1 48 65.75

OVGU3 46 63.01

RUG_V3 46 63.01

RUG_V2 45 61.64

AIIRLLaMA 44 60.27

UIRunFTune 44 60.27

OVGU2 44 60.27

AIIRMistral 41 56.16

BaseLine 37 50.68

Table 7: Performance metrics for Task 4 test of COLIEE 2025.
Our team’s runs (UIRunLang and UIRunFTune) are high-
lighted in bold. Note that UIRunCoT was excluded from the
official table because, at the time of the competition, we em-
ployed a version of an LLM that was prohibited by COLIEE
regulations.

The development of our systems revealed several key challenges.

One notable limitation was the difficulty in handlingmutatis mutan-
dis references, where articles apply modified meanings from other

articles. Furthermore, our reliance on exact phrase matching proved

insufficient for capturing paraphrased or reworded legal concepts,

as exemplified by the mismatch between “becomes effective
only for the future” in questions and “retroactive to the
time of the conclusion” in relevant articles. To address this,

future work should explore the integration of advanced semantic

processing mechanisms. Next, inconsistencies such as mistransla-

tions and contradictions between the Japanese and English versions

of the dataset also presented obstacles. Finally, although fine-tuning

lightweight LLMs improved the baseline models, they still revealed

a performance gap compared to zero-shot methods on LLMs with

a significantly larger number of parameters. Further investigation

is necessary to determine the cause of this discrepancy, specifically
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whether it arises from employing parameter-efficient tuning (rather

than full parameter tuning) or simply from the inherent limitations

of a lower parameter count.
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Abstract
We describe Otto von Guericke University Magdeburg’s participa-
tion in all COLIEE 2025 tasks, including legal case retrieval, legal
case entailment, statute law retrieval, legal textual entailment, and
the pilot task on Japanese tort law. Our systems combine traditional
IR methods, lightweight LLMs, and legal metadata using techniques
such as proposition-based reformulation, chunked summarization,
judge-aware reranking, and silver data fine-tuning. Despite limited
resources, our models performed competitively, especially in legal
case entailment and rationale extraction. We present our method-
ology, compare against top systems, and reflect on challenges in
domain adaptation and hybrid modeling for legal NLP.
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1 Introduction
Legal judgment prediction and retrieval tasks pose significant chal-
lenges for NLP systems due to the complexity, length, and formal
structure of legal texts. The COLIEE 2025 competition provides
an opportunity to evaluate models across diverse legal reasoning
tasks [9], including case retrieval, statute law application, textual
entailment, and tort prediction.
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Our team fromOtto vonGuericke UniversityMagdeburg (OVGU)
participated in all COLIEE 2025 tasks. We adopted a unified strat-
egy emphasizing efficient hybrid pipelines that combine symbolic
and statistical methods. Our systems used traditional IR methods
such as BM25Plus for initial candidate selection and incorporated
LLMs via the Ollama framework for tasks requiring deeper seman-
tic modeling or natural language generation. To enable efficient
experimentation, we used quantized local models that allowed for
large-scale inference. This paper describes the methods and results
of our submissions.

2 Background
In this section, we briefly introduce two core concepts that played
a significant role across our competition submissions: the use of
quantized models via the Ollama framework, and the distinction
between BM25 and its extension, BM25Plus.

2.1 Ollama and Model Quantization
Ollama1 is an open-source framework designed to simplify the
deployment and usage of large language models (LLMs) on local
machines. Unlike platforms such as Hugging Face, which typically
distribute models in their original floating-point precision (e.g.,
FP16 or BF16), Ollama distributes models in quantized formats (e.g.,
Q4, Q5, or Q8). Quantization refers to the process of reducing the
numerical precision of a model’s weights and activations - typically
from 16- or 32-bit floating point to 4-, 5-, or 8-bit integers - resulting
in smaller model sizes and reduced memory and computational
requirements [4]. While quantization can introduce a minor loss in
model accuracy, it enables efficient inference on consumer-grade
hardware. This makes it possible to run large-scale models, such
as LLaMA or Phi-series models locally without relying on cloud
infrastructure. In our work, we primarily used models distributed
via Ollama in quantized form, which allowed for rapid experimenta-
tion and integration into ensemble pipelines. It is important to note
that these quantized versions are generally not directly compatible
with Hugging Face model architectures and tooling unless explicitly
converted.

2.2 BM25 and BM25Plus
BM25 is a widely used ranking function in information retrieval,
particularly effective in tasks such as statute law retrieval [13],
legal case retrieval [5, 10], and legal case entailment [7]. It ranks

1https://ollama.com
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documents based on a combination of term frequency (TF), inverse
document frequency (IDF), and document length normalization.

In the implementation2 we used, the scoring function for a doc-
ument 𝐷 with respect to a query 𝑄 is defined as:

BM25(𝐷,𝑄) =
∑︁
𝑡 ∈𝑄

IDF(𝑡) · 𝑓 (𝑡, 𝐷) · (𝑘1 + 1)

𝑓 (𝑡, 𝐷) + 𝑘1 ·
(
1 − 𝑏 + 𝑏 · |𝐷 |

avgdl

)
where:
• 𝑓 (𝑡, 𝐷) is the frequency of term 𝑡 in document 𝐷 ,
• |𝐷 | is the length of document 𝐷 ,
• avgdl is the average document length in the corpus,
• 𝑘1 and 𝑏 are tunable hyperparameters controlling term fre-
quency saturation and length normalization.

The inverse document frequency (IDF) component reflects the
importance of a term across the entire document collection. It as-
signs higher weight to rarer terms, which are assumed to be more
discriminative for relevance. A common form of IDF used in BM25
is:

IDF(𝑡) = log
(
𝑁 − 𝑛(𝑡) + 0.5
𝑛(𝑡) + 0.5

)
where 𝑁 is the total number of documents in the collection, and

𝑛(𝑡) is the number of documents containing term 𝑡 . This formula-
tion prevents division by zero and avoids negative IDF values.

BM25(𝐷,𝑄) =
∑︁
𝑡 ∈𝑄

IDF(𝑡) ·
©­­«

𝑓 (𝑡, 𝐷) · (𝑘1 + 1)

𝑓 (𝑡, 𝐷) + 𝑘1 ·
(
1 − 𝑏 + 𝑏 · |𝐷 |

avgdl

) ª®®¬
BM25Plus is an extension of BM25 designed to address two

known limitations: (1) over-penalization of long documents due
to the length normalization term, and (2) assigning zero scores to
low-frequency terms with small IDF values. The BM25Plus scoring
function introduces a tunable additive constant 𝛿 , which boosts all
term contributions uniformly:

BM25+(𝐷,𝑄)

=
∑︁
𝑡 ∈𝑄

log
(
𝑁 + 1
𝑓 (𝑡, 𝐷)

)
·
©­­«

𝑓 (𝑡, 𝐷) · (𝑘1 + 1)

𝑓 (𝑡, 𝐷) + 𝑘1 ·
(
1 − 𝑏 + 𝑏 · |𝐷 |

avgdl

) + 𝛿
ª®®¬

The additional 𝛿 term improves the ranking of underrepresented
but potentially relevant documents, and mitigates the impact of
structural length variations. In our experiments, we employed
BM25Plus both as a standalone retriever and as a component in
hybrid scoring strategies for case retrieval and paragraph selection.

3 Methods
3.1 Task 1: Legal Case Retrieval
During the COLIEE 2025 submission process for Task 1, our team
submitted two runs. Due to an internal miscommunication under
time constraints, the first run (OVGU1) was mistakenly generated
using predictions on the training set rather than the official test

2https://pypi.org/project/rank-bm25/

data. This error resulted from a team member working with a cus-
tom data split without access to the official test queries. As this run
does not reflect meaningful evaluation performance, it is listed as
ignore_task1_ovgu1.txt on the leaderboard and should be disre-
garded. The valid submission considered in our analysis is OVGU2,
which was prepared using the correct test set and methodology. All
subsequent discussion and evaluation in this paper refer exclusively
to OVGU2. The approach can be summarized in three main steps:
initial retrieval with BM25Plus, fragment reformulation via legal
propositions, and final reranking using a judge citation matrix.

3.1.1 Initial Retrieval. Each base case was processed to extract
all entailed fragments marked by FRAGMENT_SUPPRESSED. These
fragments were then treated as individual sub-queries. We ap-
plied BM25Plus retrieval across the full case corpus using prepro-
cessed tokens (lowercased, stemmed3, punctuation-4 and stopword-
removed). Additionally, we removed French content from bilingual
Canadian legal documents using language detection5 to focus re-
trieval on English content. We also used regular expressions to
extract decision years from all cases and excluded any retrieved
case that was dated after the base case, ensuring temporal consis-
tency in citations.

3.1.2 Query Reformulation using Propositions. To improve seman-
tic alignment between query fragments and target cases, we re-
formulated each fragment into a proposition [2] using two LLMs:
phi46 and qwen2.5:32b7. The prompt is shown in Listing 1, and
contains one of the examples provided by Curran and Conway [2].
Propositions generated by both models were then used as addi-
tional queries for retrieval. All top 10-ranked results from each
source (original fragment, phi4, qwen2.5) were merged for further
processing.

Convert the following fragment into a clear, concise legal
proposition. Keep it factual and neutral. Ensure the
proposition is understandable in isolation.

Example Fragment: On this point, the Respondent argues that the
Officer's conclusion that there was insufficient evidence
cannot be read in isolation and must be considered in the
context of the findings and summary of evidence prior to such
conclusion...

Example Proposition: The Court should not interfere with the Officer
's decision unless it is outside the range of acceptable
outcomes.

Now generate a proposition for this fragment: [FRAGMENT TEXT]

Listing 1: Prompt used to generate legal propositions

3.1.3 Case-Level Ensembling and Filtering. For each query case, we
combined retrieval results from the original fragments and both
LLM-generated propositions using a majority voting scheme. A
case was included in the final set if it was retrieved by at least
two of the three retrieval methods. To reduce false positives, we
additionally applied a relative score filtering threshold of 0.2 with
respect to the top retrieved case.

3https://www.nltk.org/api/nltk.stem.SnowballStemmer.html
4https://www.nltk.org/api/nltk.tokenize.punkt.html
5https://pypi.org/project/langdetect/
6from https://ollama.com/library/phi4
7https://ollama.com/library/qwen2.5
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3.1.4 Judge-Aware Reranking. Finally, we leveragedmetadata about
the presiding judges to rerank the retrieved cases, which we ex-
tracted with regular expressions. We constructed a judge citation
matrix from the training data, recording how often a judge in a base
case cited another judge. This matrix was used to boost retrieval
scores when there was a historical citation link between judges. The
reranked results were then used to generate the final prediction.

3.2 Task 2: Legal Case Entailment
The legal case entailment task requires the prediction of one or
multiple paragraphs of a noticed case which are entailed by a given
fragment of the base case. For this task, we first performed data
profiling on the training data and learned that within this dataset
at most 5 paragraphs can be entailed by a base case. Our approach
therefore consists of base case summarization, top-5 candidate
selection with BM25Plus, LLM-based entailment prediction, and
final ensembling strategies to combine prediction by individual
models. We describe each step in the following.

Summarize this portion of a legal base case, focusing only on its
relevance to the following legal snippet. Note that the snippet
is a part of this base case. Summarize the following portion
of the legal case in 150 words or fewer. Provide only the
summary - do not include any explanations, reflections, or
comments.

Snippet:
[SNIPPET]

Base Case Portion:
[CHUNK]

Summary:

Listing 2: Prompt used to summarize a portion of a legal base
case

Given the legal snippet and summaries of portions of a legal base
case, create a concise summary of the base case, focusing only
on the relevance to the following legal snippet. Note that the
snippet is a part of this base case. Summarize the portions of
the legal case in 250 words or fewer. Provide only the summary
- do not include any explanations, reflections, or comments.

Snippet:
[SNIPPET]

Portion Summaries:
[SUMMARY 1]
[SUMMARY 2]
...

Final Summary:

Listing 3: Prompt used to generate the final base case
summary from chunked summaries

3.2.1 Base Case Summarization. Given the base case fragment
from which we aim to identify an entailed paragraph in the noticed
case, we hypothesized that the prediction task could be facilitated
by providing additional context. To this end, we decided to generate
summaries of the full base cases and subsequently prompt the LLMs
with both the entailed fragment and the corresponding base case
summary. This additional context was intended to support more
accurate entailment decisions for a given paragraph. For generating

these summaries, we selected the model phi48. In instances where
the full base case exceeded a predefined character limit - due to
constraints on prompt length - we divided the text into smaller
chunks before summarization to ensure compatibility. Each chunk
of the base case was summarized using a snippet-aware prompt
that focused on the portion’s relevance to the entailed fragment
(see Listing 2). These partial summaries were then combined into a
final base case summary using a follow-up prompt (see Listing 3).

3.2.2 Top-5 Candidate Selection with BM25Plus. To reduce the com-
putational load for downstream LLM-based entailment prediction,
we first employed a retrieval step to identify a small set of candidate
paragraphs likely to be entailed by the base case fragment. Based
on data profiling, we observed that each base case entailed at most
five paragraphs in the training data. This motivated the use of a
top-𝑘 retrieval strategy with 𝑘 = 5.

We applied the BM25Plus retrieval algorithm to rank the para-
graphs of each noticed case with respect to the given entailed
fragment from the base case. For each query, both the query and
candidate paragraphs were preprocessed via lowercasing, punctua-
tion removal, tokenization, stopword removal, and stemming using
the Snowball stemmer.

The BM25Plus scoring model was then used to rank the candi-
date paragraphs based on lexical similarity to the query. For each
query instance, the top 5 highest-scoring paragraphs were selected
as candidate entailed paragraphs. When evaluated on the training
set, this approach yielded a precision of 0.2023, a recall of 0.8675,
and an F1-score of 0.3220. While the relatively low precision reflects
the presence of false positives, the high recall indicates that the ma-
jority of truly entailed paragraphs were successfully retrieved. This
high recall is important for ensuring that relevant candidates are
passed to the LLMs in the next phase for more accurate entailment
prediction.

Given a snippet from a legal base case and the summary of the base
case, determine if this paragraph from a noticed case entails
the snippet. Do not explain your reasoning, just give the
entailment label (Yes/No).

Paragraph of noticed case: [PARAGRAPH]

Snippet: [SNIPPET]

Base Case Summary: [SUMMARY]

Entailment (Yes/No):

Listing 4: Prompt used for LLM-based Entailment Prediction

3.2.3 LLM-based Entailment Prediction. With the prompt in List-
ing 4, we let the following LLMs predict the entailment label:

• gemma3:12b9
• wizardlm2:7b10
• phi411
• gemma212
• deepseek-r1:32b13

8Available at https://ollama.com/library/phi4
9from https://ollama.com/library/gemma3
10from https://ollama.com/library/wizardlm2
11from https://ollama.com/library/phi4
12from https://ollama.com/library/gemma2
13from https://ollama.com/library/deepseek-r1
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3.2.4 Ensembling Strategies. After predicting the entailment labels
with different LLMs, we employ three strategies for combining their
results, which then form our three submitted runs for Task 2.

Run 1 (OVGU1) uses a majority voting ensemble across pre-
dictions from the LLMs, where each model previously classified a
query-paragraph pair as either Yes, No, or Unknown. For each pair,
the system counts how many models vote Yes and how many vote
Unknown. If more than half of the models vote Yes, the paragraph
is selected as relevant (entailed). If none of the models vote Yes and
all vote Unknown, the system concludes that there is insufficient
information and assigns the label Unknown. However, if there is
no majority in favor of Yes and the votes include a mix of No and
Unknown, the system defaults to No, under the assumption that
the lack of strong affirmative evidence indicates non-entailment. In
cases where no paragraph is selected for a query after this process,
the system employs a fallback mechanism, selecting the top-ranked
paragraph based on BM25Plus retrieval scores to ensure coverage
for every query.

Run 2 (OVGU2) implements a precision-optimized ensemble
strategy. In this approach, only paragraphs predicted as entailed
(Yes) by a majority of LLMs are considered. Among these, up to
two paragraphs per query are selected based on their BM25Plus
ranking, which reflects lexical similarity between the query and the
paragraph. This approach combines the semantic reasoning abilities
of LLMs (via entailment predictions) with traditional keyword-
based relevance scoring. As in Run 1, a fallback logic is used: if no
paragraph receives a confident Yes prediction from the ensemble,
the system selects the top BM25Plus-ranked paragraph to ensure
that every query receives at least one prediction.

Run 3 (OVGU3) extends the precision-optimized strategy with
an added BM25Plus score difference threshold to further refine para-
graph selection. After identifying the top Yes-predicted paragraphs,
the system selects the top-ranked one and includes additional para-
graphs only if their BM25Plus scores differ by less than 0.635 from
the preceding paragraph. This encourages high precision by lim-
iting the selection to top-scoring candidates that are close in rel-
evance. We chose this threshold after performing a grid search,
inspired by team AMHR’s strategy [7] in 2024. Equal to the previ-
ous runs, fallback logic is applied when no paragraph meets the
ensemble or threshold criteria, defaulting to the highest BM25Plus-
ranked paragraph.

3.3 Task 3: Statute Law Retrieval
Statute Law Retrieval (Task 3) requires retrieving pertinent articles
from a fixed set of Japanese civil code articles (translated to English)
in response to a given query. For task 3, we implemented the Re-
trieval Augmented Generation (RAG) approach, using a knowledge
graph across all three runs. In our two-stage methodology, seman-
tic indexes within Neo4j are leveraged during the initial retrieval
phase to identify candidate nodes, followed by applying a Large
Language Model (LLM) to formulate the final response.

3.3.1 Knowledge Graph. Our knowledge graph is composed of
nodes and edges, where nodes represent articles and auxiliary data,
and edges capture their semantic or structural relationships, such
as citations, references, etc., or hierarchical organization. The pri-
mary node type is the civil code article, supplemented by auxiliary

Figure 1: Schema of Knowledge graph

information drawn from external sources. To improve navigability
and preserve the structure of legal documents, we extracted meta-
data such as part, chapter, section, and subsection of the Japanese
Civil Code and encoded this information as table of contents (TOC)
nodes. These TOC nodes enable structured linking between articles
and their hierarchical context. The auxiliary data integrated into
the graph can be grouped into two categories:

• Online Crawled Data: For each article, we retrieved ad-
ditional content from the Japanese Wikibooks website14,
which we translated into English. This content included
three types of legal knowledge:

(1) Precedents: Representing past court judgments, these were
linked to a corresponding "CASE" via a case identifier.

(2) Commentaries: Legal explanations and interpretations dis-
cussing the article’s meaning and application.

(3) Reference Articles: Articles that are cited or required for
the application of another article, enabling inter-article
dependency modeling.

• Textbook Knowledge: We extracted situational applica-
tions and legal reasoning from domain-specific textbooks,
following the method proposed by Wehnert et al. [11, 12].
Using a rule-based system incorporating regular expressions
and part-of-speech tagging, we identified relevant legal con-
text sentences and incorporated them as "context" nodes.
To preserve their position in the textbook hierarchy, associ-
ated TOC metadata (e.g., section and subsection titles) were
also added as TOC nodes, forming a structured path from
high-level topics to specific legal contexts.

14https://ja.wikibooks.org/wiki/
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Figure 2: Overview of RAG approach for Task 3

Run Threshold W_ft W_vi

OVGU1 0.65 0.0 1
OVGU2 0.9 0.1 0.9
OVGU3 0.9 0.0 1

Table 1: Score threshold for each run for Task 3 - Stage 1

In total, the knowledge graph contains eight distinct node types
and nine types of semantic or structural relationships. The schema
is illustrated in Figure 1. All three of our submitted runs for Task
3 were built on this knowledge graph using a two-stage Retrieval-
Augmented Generation (RAG) architecture, differing only in their
retrieval parameters (see Table 1). An overview of the end-to-end
pipeline is provided in Figure 2.

3.3.2 Stage 1: Retrieval using semantic indexes. To retrieve relevant
nodes from our knowledge graph, we employed Neo4j’s built-in
semantic indexing capabilities, leveraging both full-text and vector-
based indexes. The graph was constructed with ‘desc’ properties
assigned to key node types, such as articles, commentaries, prece-
dents, and context nodes, containing the textual content used for
indexing. Full-text indexes in Neo4j retain the individual words
of the input and enable context-aware matching through Apache
Lucene. Unlike exact or substring matching, full-text search sup-
ports flexible retrieval by evaluating the semantic proximity of
query terms to indexed content. Upon execution, each query yields
an approximate similarity score for every indexed node. To comple-
ment this, we also constructed vector indexes using the BGE-M3
model15, fine-tuned on the COLIEE 2025 Task 3 training data. We
fine-tuned themodel following the approach outlined in the FlagEm-
bedding repository16, specifically leveraging hard negative mining
to improve retrieval quality. This model was used to compute dense
vector embeddings for both queries and node descriptions. Vector

15https://huggingface.co/BAAI/bge-m3
16https://github.com/FlagOpen/FlagEmbedding

indexing enabled retrieval based on embedding similarity. For each
query, scores from both retrieval strategies - full-text and vector -
were computed and linearly combined using task-specific weights
(ensuring they sum to 1). The resulting composite score was then
normalized using min-max scaling within the range [0, 1]. Only
nodes exceeding a predefined score threshold were retained as
candidates (see Table 1).

3.3.3 Stage 2: Generation using LLM. In the second stage, we fo-
cused on response generation using a Large Language Model (LLM),
guided by the candidate nodes retrieved during Stage 1. We hy-
pothesized that expanding the context around each candidate node
could improve recall and provide the LLM with richer semantic
signals, thereby enhancing the accuracy and completeness of its
output. To this end, we augmented each candidate node by re-
trieving all neighboring nodes within a one-hop distance in the
knowledge graph. These adjacent nodes - often containing relevant
auxiliary information such as commentaries or precedents - were
appended to the candidate list. For nodes whose textual content
(stored in the desc property) exceeded a manageable input size for
the LLM, we segmented the text into chunks of up to 3000 charac-
ters. This chunk length was chosen to accommodate the average
size of article descriptions while preserving semantic coherence.
The resulting chunks constituted the input documents for response
generation. To mitigate hallucination and enhance the precision of
responses, we applied a multi-stage filtering and iterative genera-
tion strategy inspired by the work of Nguyen and Satoh (2024) [6].
This process ensured that the final input to the LLM consisted of
non-redundant content. For the generation step, we employed the
LLaMA3:8B model17, integrated via the LangChain RetrievalQA18

pipeline. The query was posed using a structured prompt (see List-
ing 5), and the associated Neo4j-based vector store served as the
underlying knowledge base for document retrieval. We set the LLM
temperature to 0 for deterministic responses. Using LangChain’s
17https://ollama.com/library/llama3
18https://api.python.langchain.com/en/latest/chains/langchain.chains.retrieval_qa.
base.RetrievalQA.html

106

https://huggingface.co/BAAI/bge-m3
https://github.com/FlagOpen/FlagEmbedding
https://ollama.com/library/llama3
https://api.python.langchain.com/en/latest/chains/langchain.chains.retrieval_qa.base.RetrievalQA.html
https://api.python.langchain.com/en/latest/chains/langchain.chains.retrieval_qa.base.RetrievalQA.html


COLIEE 2025, June 20, 2025, Chicago, USA Wehnert et al.

vector retriever, we limited retrieval to 10 documents. Higher val-
ues of k increased prompt size and reduced efficiency, while k = 10
offered the best balance between retrieval quality and performance.
You are a good "Legal Consultant" who is an expert in giving legal

advice.
You are provided with information on the Japanese civil codes(

Articles) and their descriptions (English Translation).
Additionally, the information given also contains Precedents,

Commentary, and different contexts of civil codes/(Articles).
The question/query/statement is always a legal context/statement,

and all the data is in English.
From the set of civil codes with description given, find the

relevant civil codes for the following query/statement:
{question}

### Relevance Criteria:
- An article/civil code is "Relevant", if the query sentence can be

answered **Yes/No** based on the meaning of the article/civil
code.

- If multiple articles/civil code together (e.g., "A", "B", and "C")
are needed to answer the query, then all of them are
considered relevant.

- If a query can be answered independently by multiple articles (e.g
., "D" and "E"), then both are relevant.

### **Rules:**
1. **Strictly base your answer on the provided information/data.**

Do not infer information outside of the provided knowledge.
2. **Only return relevant articles.** Do not include any articles

that are not directly related.
3. **If no relevant articles are found, explicitly say:** "I do not

know the answer."
4. **Do not generate any explanation or reasoning.** Only list the

article/civil code, e.g. Article 1.
5. **Do not make up answers or add out-of-context information to

answer or the query**
6. **KEEP THE ANSWER SHORT AND TO THE POINT**

### Example Answer if you know the relevant articles:
Relevant Articles:
1. Article 562
2. Article 563

### Example Answer if you do not know the relevant articles:
I do not know the answer.

Listing 5: Prompt used for Statue Law Retrieval

3.4 Task 4: Legal Textual Entailment
3.4.1 Silver Data Creation. To support model training for Task 4,
we constructed a silver dataset by using predictions from 9 LLMs:

• "dolphin-llama3:8b"19,
• "llama3:8b"20,
• "wizardlm2:7b"21,
• "qwen:14b"22,
• "gemma:7b"23,
• "orca2:13b"24,
• "deepseek-v2:16b"25,
• "superdrew100/phi3-medium-abliterated"26, and
• "llama2:7b"27.

19from https://ollama.com/library/dolphin-llama3
20from https://ollama.com/library/llama3
21from https://ollama.com/library/wizardlm2
22from https://ollama.com/library/qwen
23from https://ollama.com/library/gemma
24from https://ollama.com/library/orca2
25from https://ollama.com/library/deepseek-v2
26from https://ollama.com/superdrew100/phi3-medium-abliterated
27from https://ollama.com/library/llama2

Each model was prompted using the COLIEE 2025 training hy-
potheses, accompanied by problem type definitions as described by
Hoshino et al. [3]. The task for the LLMs was threefold: to identify
relevant legal problem types for each query, to predict the correct
entailment label, and to provide a corresponding reasoning. The
prompt is shown in Listing 6, and the premises 𝑡1 and hypotheses
𝑡2 are dynamically inserted.

This problem type-oriented prompting was designed to encour-
age the models to incorporate aspects of legal complexity and rea-
soning structure in their entailment predictions. In cases where a
model’s response was invalid (i.e., not automatically parseable), the
prompt was reissued until a syntactically valid response was ob-
tained. Once predictions were generated for all training queries, we
compared the predicted entailment labels against the gold-standard
labels. For each query, we selected the first valid model response
that included a correct entailment label and non-empty entries
for both problem type and reasoning. These entries formed our
silver dataset - so named because, while the entailment labels were
verified against ground truth, the associated problem types and
justifications were not manually validated. This approach is in-
spired by the work of Pompili et al. [8] who used implicit relevance
feedback as silver data for training question answering models.

3.4.2 Fine-Tuning LLMs. Using the silver dataset, we fine-tuned the
Phi-3-medium-4k-instruct28 model (resulting in fine_tuned_phi3)
and gemma-1.1-7b-it29 (whichwe now refer to as ft_gemma_7b). For
fine-tuning, we adopted a causal language modeling (CLM) setup
using Hugging Face’s Transformers library. Each training instance
was composed of a prompt containing the premise, hypothesis, and
problem type definitions, followed by a structured JSON output
(see Listing 6). The input and target output were concatenated into
a single sequence and tokenized together. Tokens corresponding
to the prompt portion were masked with -100 to exclude them
from the loss computation, so that only the generation of the JSON
was learned. Training was carried out using a batch size of 1 and
gradient accumulation over 2 steps. We trained the models for 5
epochs with early stopping (patience of 2) and cosine learning rate
scheduling. The learning rate was set to 1 × 10−5, and we used
the adamw_bnb_8bit optimizer for memory efficiency. A custom
data collator dynamically padded input sequences and labels up
to a maximum length of 1024 tokens. The best-performing model
checkpoint was selected based on training loss.

3.4.3 Predicting Statute Entailment with LLMs. Since we kept all
queries from the training data with the prefixes "R03" and "R04"
as validation data, we saw performance gains with the fine-tuned
models, compared to their quantized Ollama parts. This is why
the first two runs were entirely based on the predictions of these
models, while the third run became an ensemble setting of the
fine-tuned models and other well-performing pretrained models.

Run 1 (OVGU1) The fine_tuned_phi3 model was subsequently
used for final entailment predictions. As during silver data creation,
responses from the model were automatically parsed, and any in-
valid outputs triggered repeated prompting until a valid response
was obtained.

28From https://huggingface.co/microsoft/Phi-3-medium-4k-instruct
29From https://huggingface.co/google/gemma-1.1-7b-it
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f"""Analyze legal entailment:

Premise: {t1}
Hypothesis: {t2}

Task:
1. Identify applicable problem types.
2. Determine if the hypothesis follows from the premise.
3. Explain your reasoning.
4. Output JSON: {{"problem_types": [...], "reasoning": "...", "

entailment": "Y" or "N"}}

**Problem Type Definitions:**
"Conditional sentence extraction": "Extract each conditional

sentence from problem sentences and related articles.",
"Person role extraction": "Identify the role of a person in the

problem sentence (e.g., underage, buyer, obligor).",
"Person relationship extraction": "Determine the positions and roles

among multiple people in the sentence.",
"Morphological analysis": "Include specific case particles to make

the sentence easier to analyze.",
"Anaphoric analysis": "Clarify what is being referenced when part of

the sentence is omitted.",
"Ambiguity resolution": "Analyze sentences with ambiguous

expressions.",
"Semantic role extraction": "Identify whether the noun in the

problem sentence is the principal actor or the object of the
action/method.",

"Verb paraphrasing": "Analyze sentences where the verb has been
paraphrased.",

"General dictionary": "Analyze non-legal terms used in everyday life
.",

"Predicate argument structure": "Clarify the behavior of problem
sentences.",

"Negative interpretation": "Determine how a negative form affects
true/false judgments.",

"Legal term dictionary": "Analyze sentences where legal terms have
been paraphrased (e.g., 'limited ability person' -> 'minor').",

"Implication relation": "Identify hidden intent in sentences (e.g.,
if a person requests something in a trial, they are a plaintiff
).",

"Dependency": "Focus on the relationship between the subject and
predicate or parallel sentence relations.",

"Refer to article": "Identify references to other articles within
the text.",

"Paraphrase": "Analyze sentences where terms other than verbs have
been paraphrased.",

"Bullet": "Analyze articles that use bullet points.",
"Digitization of priorities": "Analyze articles where the priority

order of effectiveness is indicated using bullet points."

**DO NOT include explanations or extra text before or after the JSON
.**

**Output the JSON object NOW:**"""

Listing 6: Prompt used for Silver Data Generation, LLM fine-
tuning, and Entailment Prediction

Run 2 (OVGU2) We used ft_gemma_7b for the final prediction of
the entailment label. If invalid responses (i.e., not possible to parse
automatically) were given for a query, the model was prompted
again until it gave a valid response.

Run 3 (OVGU3) employs an ensemble of both pretrained and
fine-tuned language models to improve entailment label prediction.
The ensemble consists of six models (see their details in the Section
3.4.1 about Silver Data Creation): four pretrainedmodels (gemma:7b,
superdrew100/phi3-medium-abliterated, wizardlm2:7b, llama3) and
two fine-tuned models (ft_gemma_7b and fine_tuned_phi3). The
ensemble follows a straightforward majority voting strategy across
model predictions. In cases of a tie (possible due to the even number
of models) the final label is taken from fine_tuned_phi3, which

demonstrated strong performance on the training set. The label
defaults to "N" (i.e., non-entailment) if fine_tuned_phi3 fails to
produce a valid prediction,

3.5 Pilot Task: Legal Judgment Prediction for
Japanese Tort Cases

The pilot task consisted of two subtasks: predicting individual claim
labels (i.e., whether each claim was accepted), and determining the
overall court decision (i.e., whether the court ruled in favor of the
plaintiff). Across all runs, we employed a two-step approach: a
machine learning model for claim classification and a rule-based
method for deriving the final court decision.

This approach was motivated by data profiling of the training
set (see Figure 3). An analysis of claim acceptance ratios revealed a
strong correlation between the proportion of accepted claims and
the court’s final decision. In cases where the decision was favorable
to the plaintiff, the distribution of plaintiff claim acceptance ratios
was heavily skewed toward 1.0, indicating that most or all claims
were accepted. Conversely, the corresponding defendant ratios in
these caseswere generally lower, suggestingminimal success for the
defense. In contrast, when the court ruled against the plaintiff, their
claim acceptance ratios clustered near zero, while defendant ratios
were higher, often approaching full acceptance. These opposing
distributions underscore a clear inverse relationship between party
success and court outcomes, highlighting the predictive potential
of accepted-claim ratios in legal decision modeling.

Summarize this portion of a legal case's undisputed facts in 300
words or fewer. Provide only the summary - do not include
explanations or reflections.

Portion:
[CHUNK TEXT]

Summary (in Japanese):

Listing 7: Prompt used to summarize a portion of undisputed
fact (word count parameter for run OVGU3)

Given the following summaries of portions of a legal case, create a
concise final summary in 400 words or fewer. Provide only the
summary - do not include explanations or reflections.

Portion Summaries:
[SUMMARY 1]
[SUMMARY 2]
...

Final Summary in Japanese:

Listing 8: Prompt used to generate the final summary from
chunked summaries (word count parameter for run OVGU3)

While the undisputed facts provided important contextual informa-
tion, they consumed a substantial portion of the prompt’s token
budget. To address this, we implemented a chunk-based summariza-
tion strategy that respected the context limitations of the LLM. First,
each chunk of the text was summarized individually (see Listing 7).
Then, these partial summaries were combined into a final concise
summary (see Listing 8). To facilitate efficient parameter and model
selection, we restricted training to a smaller subset comprising the
first 100 instances. Initially, we combined acceptance ratios with
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Figure 3: Distribution of accepted claim ratios by party type (plaintiff vs. defendant) across court decision outcomes.

the summarized undisputed facts as input to LLMs for claim classi-
fication. However, a rule-based approach ultimately yielded better
performance and was preferred due to its lower computational cost.

InRunOVGU1, we used the aya-expanse:8b30 languagemodel
to directly predict the label for each claim. Each prompt included a
task description, the claim to be classified, and the summary of the
undisputed facts appended at the end (see Listing 9). This structure
ensured that the model could still infer the task objective even in
the event of input truncation.

Claim: [CLAIM TEXT]
Is the claim above accepted? Respond STRICTLY with 'true' or 'false'.

Summary of Undisputed Facts: [SUMMARY TEXT]
Respond STRICTLY with 'true' or 'false'.

Listing 9: Prompt used for LLM-based claim prediction

The court decision was predicted using a rule-based scoring
function derived from correlation analysis on the training data.
Specifically, we observed that the acceptance ratio of plaintiff claims
was positively correlated with favorable outcomes (𝑟 = 0.69), while

30From https://ollama.com/library/aya-expanse

that of defendant claims was negatively correlated (𝑟 = −0.55).
These absolute correlation values were used as weights in a linear
decision function: score = 𝛼 · 𝑟𝑝 − 𝛽 · 𝑟𝑑

where 𝑟𝑝 and 𝑟𝑑 denote the acceptance ratios for the plaintiff
and defendant, respectively, and 𝛼 = |0.69|, 𝛽 = |−0.55|. If the
resulting score exceeds a threshold of 0.5, the model predicts a
favorable decision for the plaintiff; otherwise, it predicts an unfa-
vorable outcome. This approach integrates signal strength from
both parties’ claims while maintaining interpretability and com-
putational efficiency. Preliminary experiments showed that while
aya-expanse:8b performed well in claim classification, it was not
competitive in court decision prediction. However, its strength in
processing undisputed facts made it valuable as a summarization
tool for subsequent models.

In Run OVGU2, we used aya-expanse:8b to summarize the
undisputed facts into a condensed version of up to 400 words.
This summary was then passed to the phi431 model, which was
prompted to classify each claim individually. The rule-based logic
for court decision prediction remained unchanged fromRunOVGU1.

31From https://ollama.com/library/phi4
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InRunOVGU3, we followed a similar pipeline but replaced phi4
with gemma3:12b32. The undisputed facts were again summarized
using aya-expanse:8b, but the maximum summary length was
limited to 400 words because of better performance on training data,
compared to 600 words. The claims were predicted individually, and
the court decision was inferred using the same rule-based method
described above.

The claim classification models yielded relatively low F1-scores
on the training data, with Run OVGU1 achieving the best, though
still uncompetitive, result of 65%. In Runs OVGU2 and OVGU3, al-
though claim-level F1-scores were below 20%, legal case prediction
accuracy exceeded 70% on the training subset.

4 Evaluation
4.1 Task 1
Our submission (OVGU2) achieved an F1-score of 0.1498, ranking
13th out of 21 total submissions, see Table 2. While this perfor-
mance falls short of the top-ranked system (JNLP, F1 = 0.3353),
it demonstrates moderate retrieval effectiveness given our light-
weight hybrid approach combining lexical BM25Plus retrieval, LLM-
generated propositions, and judge-based reranking. Future improve-
ments may focus on optimizing semantic matching.

Team (Rank) Run F1 Precision Recall
JNLP (1) jnlpr&fe2.txt 0.3353 0.3042 0.3735
OVGU (13) OVGU2 0.1498 0.1743 0.1313

Table 2: Task 1 (Legal Case Retrieval) results for the best-
performing team and our submission. A total of 21 runs were
submitted by 7 teams.

4.2 Task 2

Team (Rank) Run F1 Precision Recall
NOWJ (1) nowj003.txt 0.3195 0.3788 0.2762
OVGU (4) OVGU2 0.2454 0.2759 0.2210
OVGU (9) OVGU3 0.1965 0.2692 0.1547
OVGU (13) OVGU1 0.1708 0.2400 0.1326

Table 3: Task 2 (Legal Case Entailment) results for the best-
performing system and all OVGU runs. A total of 18 submis-
sions were received from 6 teams.

Our best-performing system (OVGU2) obtained an F1-score of
0.2454, ranking 4th out of 18 total submissions (Table 3), with us be-
ing the second-best team after NOWJ. While the top-ranked system
(F1 = 0.3195) showed stronger performance, our approach delivered
competitive results, particularly considering its modular structure
combining BM25Plus retrieval, base case summarization, and LLM-
based entailment classification. The other two runs (OVGU3 and
OVGU1) achieved lower scores, with F1 = 0.1965 and F1 = 0.1708,
respectively, reflecting design variations in ensembling strategies.

32From https://ollama.com/library/gemma3

Team (Rank) Run F2 Precision Recall
JNLP (1) JNLP_RUN1 0.7829 0.7521 0.8184
OVGU (10) OVGU3 0.5654 0.5940 0.5748
OVGU (11) OVGU2 0.5577 0.5705 0.5641
OVGU (15) OVGU1 0.4372 0.4338 0.4487

Table 4: Task 3 (Legal Case Entailment Ranking) results for
the best system and all OVGU submissions. A total of 22
submissions were received from 7 teams.

4.3 Task 3
Our best system for Task 3 (OVGU3) achieved an F2-score of 0.5654,
ranking 10th out of 22 submissions (see Table 4). OVGU2 followed
closely with an F2 of 0.5577, while OVGU1 trailed at 0.4372. While
the top-performing team (JNLP) attained an F2-score of 0.7829,
our system maintained strong performance on ranking-oriented
metrics, achieving Recall@30 of 0.9677. Results fell short of expecta-
tions, as validation on files prefixed with R03/R04 showed ≈ 70% F2.
We first suspected BGE-M3 (trained on COLIEE 2022 [1]), but con-
firmed our validation split was unaffected. We now suspect Llama3,
trained on undisclosed public data33, that it may have seen COLIEE
data of previous years, inflating our performance estimates. To fur-
ther investigate this discrepancy in the performance, we evaluated
the Precision@1 and Precision@2 and mean accurate precision
(MAP) for both stage 1 and stage 2 for all the runs (Table 5). The
results indicate a significant drop in performance from Stage 1 to
Stage 2 in all runs. These findings corroborate our earlier concerns
about the potential effects introduced by Llama3.

Run Stage Precision@1 Precision@2 MAP

OVGU1 Stage 1 0.6351 0.4041 0.7103
Stage 2 0.5135 0.2174 0.4662

OVGU2 Stage 1 0.6892 0.3286 0.6585
Stage 2 0.6338 0.2692 0.6021

OVGU3 Stage 1 0.6351 0.3333 0.6518
Stage 2 0.6486 0.3750 0.5890

Table 5: Precision@1, Precision@2, and MAP for Task 3 on
Stage 1 and Stage 2 for all the runs

4.4 Task 4
Our best run (OVGU1) scored an accuracy of 0.7432, placing 19th out
of 30 submissions (Table 6). The top-ranked system (KIS3) reached a
strong accuracy of 0.9054. Our other two runs, OVGU2 and OVGU3,
yielded lower accuracies of 0.6081 and 0.6351, respectively. While
OVGU1 showed competitive potential, further improvements are
needed in handling nuanced legal entailment cases to close the gap
to top-tier systems.

4.5 Pilot Task
Our results on the Pilot Task illustrate the strengths and limitations
of combining LLM-based claim classification with rule-based ag-
gregation for legal judgment prediction. For the Tort Prediction
33https://github.com/meta-llama/llama3/blob/main/MODEL_CARD.md
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Team (Rank) Run Accuracy
KIS (1) KIS3 0.9054
OVGU (19) OVGU1 0.7432
OVGU (23) OVGU3 0.6351
OVGU (26) OVGU2 0.6081

Table 6: Task 4 (Legal Judgment Entailment Classification)
results for the best-performing system and all OVGU runs.
A total of 30 submissions were received from 11 teams.

Team (Rank) Run Accuracy
CAPTAIN (1) JAIST-LJPJT25 76.5%
OVGU (9) OVGU2 55.3%
OVGU (10) OVGU3 53.2%
OVGU (11) OVGU1 51.5%

Table 7: Pilot Task – Tort Prediction results for the top system
and all OVGU runs. A total of 11 valid official submissions
were recorded.

Team (Rank) Run F1-score (All)
KIS (1) KIS5 71.2%
OVGU (8) OVGU1 65.7%
OVGU (10) OVGU2 48.6%
OVGU (11) OVGU3 31.6%

Table 8: Pilot Task – Rationale Extraction results for the
top system and all OVGU runs. A total of 11 valid official
submissions were recorded.

subtask, our best-performing system (OVGU2) achieved 55.3% accu-
racy. The final court decision was predicted using a linear scoring
function weighted by correlation values between party success and
court outcomes. Surprisingly, on the training data this rule-based
method yielded competitive performance evenwhen the underlying
claim-level predictions from LLMs (phi4 and gemma3) were weak
(F1 < 20%). This outcome suggests that while the individual claim
classifications were often incorrect, the aggregate signal across all
claims - when processed through the scoring function - still aligned
well with the correct court decision in many cases.

In contrast, the Rationale Extraction subtask was more sensitive
to the accuracy of the claim labels. Our best result (65.7% F1) came
from OVGU1, which used aya-expanse:8b for direct classification.
OVGU2 and OVGU3, which relied on phi4 and gemma3 respec-
tively, as well as on aye-expanse-generated summaries, performed
considerably worse, indicating that these models struggled with
the finer-grained reasoning required for rationale identification.
This reinforces the importance of careful model selection for tasks
where label precision is critical.

5 Conclusion
This paper presented our methods and findings from participat-
ing in all COLIEE 2025 tasks. We built hybrid pipelines combining
BM25Plus retrieval, quantized local LLMs, fine-tuned models, rule-
based logic, and legal metadata such as judge citations. While tasks

such as legal case entailment and rationale extraction yielded com-
petitive results, others exposed persistent challenges in semantic
ranking and complex entailment reasoning. We observed that when
LLM training data is undisclosed, there is a risk of overestimating
performance - publicly available models may have been trained
on data overlapping with validation sets. Our experiments suggest
that modular designs enable scalable experimentation, especially
under hardware or time constraints. However, reaching state-of-
the-art results still demands careful integration of domain-specific
reasoning, high-recall retrieval, and robust prompt engineering. In
future work, we aim to refine our prompting strategies, rule-based
components, and the final model selection process.
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Abstract
This paper presents the approaches and results of the Artificial Intel-
ligence and Information Retrieval (AIIR) Lab’s participation in the
2025 Competition on Legal Information Extraction and Entailment
(COLIEE). The AIIR Lab engaged in all four main tasks, leveraging
large language models (LLMs) such as Mistral-7B and LLaMA-3.
For the Legal Case Retrieval task (Task 1), the team employed LLMs
for case summarization, followed by ranking using a fine-tuned
bi-encoder model. In the Legal Case Entailment task (Task 2), a
fine-tuned cross-encoder model was utilized to assess entailment
between case paragraphs. The Statute Law Retrieval task (Task 3)
involved augmenting existing training data with LLMs and then
fine-tuning a bi-encoder model for search. Finally, for the Legal
Textual Entailment task (Task 4), LLMs were employed with three
prompting techniques, zero-shot, few-shot, and chain-of-thought
(COT), with majority voting applied to determine the final answer.
This paper provides the details of the proposed methodologies and
experimental results for each task.
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1 Introduction
The application of artificial intelligence, particularly large language
models (LLMs), has advanced the field of legal document processing.
These models have shown remarkable capabilities in tasks such as
legal information retrieval and entailment [15], summarization [5],
and question answering [12], enhancing the efficiency and accuracy
of legal analyses. To support the development and evaluation of AI
models in the legal domain, several specialized datasets have been
introduced, including FALQU [13], LexGLUE [3], and Pile of Law
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[8]. These resources provide the necessary data to train, fine-tune,
and evaluate models tailored for legal applications.

The Competition on Legal Information Extraction/Entailment
(COLIEE) [18] is dedicated to the automated analysis of legal texts.
COLIEE has two retrieval tasks, including Legal Case Retrieval
(Task 1) and Statute Law Retrieval (Task 3), and two entailment
tasks: Legal Case Entailment (Task 2) and Legal Textual Entailment
(Task 4).

Tasks 1 and 2 use the Federal Court of Canada case laws as the
corpus. In Task 1, for a given case query, the goal is to find noticed
cases in the collection. The query case references a noticed case;
however, the references are removed from the query case. Task 2
aims to detect the paragraphs that entail the decision for a given
relevant case. Tasks 3 and 4 are based on Japanese Civil Law articles
(with English translation available). The goal of Task 3 is to return
relevant articles for a query. Articles relevant to a query are those
that can answer the query (with Yes/No) entailed from the article.
Finally, Task 4 focuses on question answering; given a legal bar
question, and a Civil Law article, the task explores if the article can
entail the query.

The Artificial Intelligence and Information Retrieval (AIIR) Lab
from the University of SouthernMaine participated for the first time
in the COLIEE, proposing different systems for all four tasks. Our
runs rely on two large language models (LLMs): Mistral-7B-Instruct-
V0.2 [9] (hereafter referred to as Mistral) and LLaMA-3-8B-Instruct
[6] (hereafter referred to as LLaMA). These LLMs are used for case
summarization, ranking, and classification for entailment tasks. We
also used neural information retrieval models for retrieval tasks.

Our most effective systems for each task are as follows. For
Task 1, we used Mistral for case summarization, followed by a fine-
tuned Sentence-BERT bi-encoder[19] for ranking. In Task 2, our
fine-tuned cross-encoder model provided the best effectiveness. For
Task 3, we first augmented the existing training data with Mistral
and then fine-tuned a bi-encoder model for search. Finally, for Task
4, we used Mistral with three prompting techniques: zero-shot,
few-shot, and chain-of-thoughts (COT), and then applied majority
voting to get the final answer.

In this paper, for each task, we first review its objectives, then
present our proposed models, and finally discuss the experimental
results.

2 Task 1: Legal Case Retrieval
The Legal Case Retrieval task aims to evaluate the effectiveness
of legal document retrieval systems in identifying relevant case
laws that support a given (unseen) query case. The system must
retrieve “noticed cases”, which are those referenced by the query
case, though explicit references are redacted to assess retrieval
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Table 1: Average number of words in Task 1 collection cases
at each cleaning step.

Data Base THUIR YAKE! Mistral LLaMA
Train 4654.07 3943.90 3547.54 347.50 196.80
Test 5125.14 4466.06 4027.06 358.77 288.47

accuracy. The corpus consists of Federal Court of Canada case laws,
with training data providing query cases and their corresponding
noticed cases, while test data includes only query cases without
labels. The evaluation metrics for Task 1 include precision, recall,
and F-measure. This task uses micro-averaging, where evaluation
metrics are calculated collectively over all queries.

2.1 Proposed Models
In our proposed models, both query and candidate cases were first
passed through a similar preprocessing pipeline, shown in Figure
1. We used the THUIR team approach [11] at COLIEE 2023 for
the initial case cleaning. This cleaning includes steps such as re-
moving extra spaces, handling punctuation, and removing French
text. Despite the cleaning, the legal cases are longer than the maxi-
mum sequence length that neural information retrieval and large
language models can support.

To overcome this issue, we relied on YAKE! keyword extractor
[2], and for each legal case, we kept the paragraphs that contained
the top-3 important keywords, based on YAKE! scores. We then
used two large language models, Mistral and LLaMA, to summarize
each case. Both LLMs were used with a temperature of 0.1 and a
maximum sequence length of 2048 for generation. For Mistral, we
used the prompt “Provide a concise summary of this legal case.”
and passed the legal case to be summarized by LLM. For LLaMA,
we used a similar prompt as Mistral but also considered a system
message (role) as:

You are a legal expert that summarizes long legal
cases into a precise paragraph while keeping the main
content.

As shown in Table 1, the initial legal cases (Base) contain a high
number of words on average, with the test cases being slightly
longer than the training cases. The THUIR cleaning step reduces
the word count by removing unnecessary elements, leading to a
moderate reduction in length. The YAKE! filtering step further re-
duces the size by retaining only the most relevant paragraphs based
on keyword importance, ensuring that critical content is preserved
while eliminating less relevant sections. The most noticeable reduc-
tions occur after summarization with Mistral and LLaMA. Mistral
produces summaries averaging around 347 words for training cases
and 359 words for test cases, indicating a strong compression while
maintaining consistency between datasets. LLaMA generates even
shorter summaries, reducing cases to an average of 197 words for
training and 288 words for test cases.

After summarizing each case, we proceeded to fine-tune a bi-
encoder retrieval model using the pre-trained ‘all-mpnet-base-v2’
[19] model. The combination of summarization and transformer-
based models has been previously explored in legal case retrieval to
address sequence length limitations [1, 21]. We utilized the provided

Table 2: Results of AIIR Lab Runs for Task 1 on the COLIEE
2025 Test Set (400 Queries).

Model F-Measure Precision Recall
AIIRmpMist5 0.2171 0.2040 0.2319
AIIRmpMist3 0.1872 0.2308 0.1575
AIIRcombMNZ 0.1879 0.2317 0.1580

training data, which comprises 1,678 queries with an average of 4.1
associated cases. The dataset was split into a 90:10 ratio for training
and validation sets. For fine-tuning, we used the Multiple Negatives
Ranking Loss (MNRL) [7], which is well-suited for scenarios where
only positive samples are provided. The model was fine-tuned for 10
epochs using a batch size of 16, and we selected the best-performing
model based on theMean Average Precision at rank 100 (MAP@100)
on the validation set.

Based on these methods, we devised three experimental runs as
follows:

(1) AIIRmpMist5: In this run, we use the case summaries gen-
erated by Mistral to fine-tune a bi-encoder model. For each
case query, the model retrieves the top-5 most relevant re-
sults.

(2) AIIRmpMist3: Using the same approach as above, this run
retrieves only the top-3 results, prioritizing precision. This
threshold was chosen based on the average number of no-
ticed cases in the training set.

(3) AIIRcombMNZ: While the previous runs relied exclusively
on Mistral’s summaries, we also generate summaries using
LLaMA and fine-tune a separate bi-encoder model with them.
Since our experiments on the training data showed that
LLaMA’s summaries were less effective for legal cases, we
combine the outputs from both the LLaMA- and Mistral-
based bi-encoder models using the CombMNZ fusion [10],
and then selected the top-3 results. CombMNZ multiplies
the number of ranks where the document occurs by the sum
of the scores obtained with the two systems.

2.2 Experimental Results
Table 2 shows our results on the COLIEE 2025 test set for Task 1.
400 case queries are considered for this year’s competition, with an
average of 4.3975 noticed cases per query. As can be seen from this
table, including LLaMA-based results led to a slight improvement
in the precision, and with Mistral summaries, the recall gain at
cut@5 was higher, leading to the AIIRmpMist5 run being the most
effective. For our runs at cut@3 (AIIRmpMist3 and AIIRcombMNZ ),
the precision was significantly higher than the run with cut@5 (AI-
IRmpMist5), using the paired Student’s t-test (𝑝 < 0.05). In contrast,
with cut@5, the recall was significantly higher than the other two
runs. AIIRmpMist5 F-measure was also significantly higher than
the other runs.

Looking at the results with Mistral fine-tuned data, at cut@5, the
precision for 159 out of 400 query cases drops compared to cut@3.
For 2 query cases, one regarding Harrington v. Microsoft (with ID
063752) and the other Canadian Union of Postal Workers v. Canada
Post (with ID 025612), the precision dropped from 1 to 0.6 when the
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Figure 1: Proposed approach for summarizing legal cases in task 1. After processing each case with the THUIR approach,
passages with top-3 keywords are passed to an LLM to summarize the case.

cut was increased from 3 to 5. For case 025612, the retrieval model
included two additional cases in the top-5 results due to strong
lexical matches with the query terms such as contempt, arbitration,
and other procedural phrases, leading the model to identify them
as potentially relevant. However, the legal issues in these cases,
involving copyright injunctions and maritime contract disputes,
differ from the labor and administrative arbitration focus of the
query, making them irrelevant despite the initial semantic match.
On the other hand, with a cut of 5, the recall increases for 117
queries. In particular, for 7 of these queries, for which there was
only one relevant case, the recall increases from 0 to 1 when the
depth of retrieved instances is set to 5.

Our models failed to retrieve any relevant cases for 37% of the
test queries. One major issue is that the bi-encoder model discards
the details of cases. For instance, for case 001083, which is related to
the Refugee Protection Division, our fine-tuned bi-encoder model
retrieved cases containing common lexical and semantic cues, such
as references to the Refugee Appeal Division, judicial review, and
subsection 110(4) of the IRPA that matched the query. However,
the query concerns the applicant’s refugee claim based on sexual
orientation and credibility issues, and the model retrieved cases
focusing on evidentiary disputes over a high school diploma. Simi-
larly, in a query involving document production under s. 39 of the
Canada Evidence Act (with ID 099982), the model retrieved cases
that address constitutional challenges to ex parte representations
and disputes over personal information disclosures. Although these
cases share similarities in statutory references and document pro-
duction terms, they differ in legal focus from the original query,
which deals specifically with document certification procedures
and confidentiality issues in a multi-agency litigation context.

3 Task 2: Legal Case Entailment
The Legal Case Entailment task aims to predict the decision of
a new case by identifying supporting paragraphs from relevant
past cases. Given a query case decision and a noticed case, the
system must determine which paragraph in the noticed case entails
the decision. Training data consists of triples: a query, a noticed
case, and the paragraph number that supports the decision. In the
test phase, only queries and noticed cases are provided, without
paragraph labels. The process must be fully automated, with no
human intervention or system modifications. Similar to Task 1,
the evaluation metrics for Task 2 include precision, recall, and F-
measure, with equal weighting for precision and recall. Precision
measures the proportion of correctly retrieved paragraphs among
all retrieved paragraphs, while recall calculates the proportion of
correctly retrieved paragraphs among all relevant ones.

3.1 Proposed Models
For Task 2, we proposed three systems. For each query, the top-
ranked paragraph according to the model’s score is selected. The
second-ranked paragraph is included in the result if its score exceeds
a threshold. For our first two runs, this threshold is set to 0.5, and
for the last run, it is set to less than 10% difference compared to the
top-ranked paragraph score. Here are our runs for this task:

(1) crossAIIRLab. This approach uses a cross-encoder model,
“ms-marco-MiniLM-L-6-v2”, with the MiniLM [22] architec-
ture trained for passage re-ranking [16] on the MS MARCO
dataset. We fine-tuned this model on Task 2 training data
to optimize its ability to rank legal paragraphs according to
textual entailment. We used 675 queries from the original
825 queries and their associated paragraphs to fine-tune the
model for 30 epochs with a batch size of 8 and a learning
rate of 2e-5. The remaining 150 queries were used for testing
the model’s performance. The model was optimized using
binary cross-entropy.

(2) mT5AIIRLab. Our second approach fine-tunes a MonoT5
[17] model, “monot5-base-msmarco”, which adapts a pre-
trained T5 encoder-decoder for passage re-ranking and is
also trained on the MS MARCO dataset. For each training
example, the input was given as “Query:[query text] Docu-
ment: [paragraph text] Relevant: ”, and the target was either
true or false depending on the relevance judgment given by
the model. Similar to the previous model, we fine-tuned the
model using 675 queries from the 825 queries for 3 epochs
with a batch size of 8 and an AdamW optimizer with loss
computed using sequence-to-sequence cross-entropy. At in-
ference, the model computes log-probabilities for both true
and false outputs and uses the difference as the score.

(3) mergeAIIRLab.As an ensemblemodel, thismodel combines
re-ranking scores from four models: BM25 [20], a pre-trained
bi-encoder (“all-mpnet-base-v2”) [19], and our two previous
runs. For each query, scores from all models are min-max nor-
malized and merged using a weighted average with weights
set with grid-search on the train set. The weights for BM25
and bi-encoder are set to 0.1, and 0.4 for previous runs.

3.2 Experimental Results
Our results for Task 2 are presented in Table 3. The test set contains
100 queries with an average of 1.81 relevant paragraphs per query.
Among all the models evaluated, the fine-tuned cross-encoder (cros-
sAIIRLab) achieved the best performance across all the official met-
rics.

The crossAIIRLab model captured the context of legal reasoning
even when different terminologies were used. For example, one
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Table 3: Results of AIIR Lab Runs for Task 2 on the COLIEE
2025 Test Set (100 Queries).

Model F-Measure Precision Recall
crossAIIRLab 0.2368 0.2927 0.1989
mergeAIIRLab 0.2229 0.2632 0.1934
mt5AIIRLab 0.1930 0.2050 0.1823

query discussing judicial impartiality and racial dynamics was cor-
rectly matched to a paragraph from R. v. R.D.S. that examined the
reasonable person standard in the context of racial bias. Another
query concerning translation errors and credibility was aligned
with a paragraph addressing similar Charter protections, even shar-
ing phrases like “differences in nuance between what is said in one
language and its translation into another.” These examples show
the model’s ability to not only focus on similarity but also to detect
deeper semantic entailment in the legal field.

However, therewere instanceswhere the fine-tuned cross-encoder
identified topic overlap between the query and a paragraph without
achieving logical alignment. For example, a query about the likeli-
hood of confusion in trademark law was matched with a paragraph
discussing trademark ownership and first use; reflecting a legal
relation but lacking an entailment element. In another case, a query
comparing two different standards of judicial review was matched
to a paragraph that opposed that very approach. These examples
suggest that while our fine-tuned cross-encoder is capable of se-
mantic matching, it can be misled by similar legal vocabulary when
the contextual alignment is insufficient.

Similarly, the mt5AIIRLab model performs well when the para-
graph supports the query’s reasoning. For instance, a query assert-
ing the importance of centralized residency in Canada was matched
with a paragraph quoting the established legal test for residency,
including the phrase “centralizes his ordinary mode of living.” In
another example, a query regarding the evidentiary weight of inter-
view notes was paired with a paragraph explaining that such notes
are insufficient without supporting affidavits. However, theMonoT5
model sometimes relied too heavily on surface-level similarity. In
one case, a query on judicial impartiality and racial dynamics (the
same query used for the cross-encoder analysis) was matched to a
paragraph stating that there was no apprehension of bias, failing to
address the query’s underlying context and reasoning. In another
instance, a query justifying the denial of deferral in light of a pend-
ing humanitarian application was paired with a paragraph that
argued in favor of deferral under similar circumstances, illustrating
the model’s difficulty in grasping the logic of the argument.

Overall, both models show strong performance when semantic
alignment is unambiguous but struggle when queries and para-
graphs present opposing positions using similar terminology. As
shown in Table 3, the merged model performed slightly below the
cross-encoder, suggesting that weaker components such as BM25
and the bi-encoder may have negatively impacted the overall score
by emphasizing lexical or superficial semantic similarity over true
entailment. This finding underscores the importance of carefully
controlling the contribution of each model in ensembles for en-
tailment tasks. Future improvements include refining ensemble
weighting strategies, removing models that detract from overall

performance, and training on cases that emphasize differences in
legal reasoning.

4 Task 3: Statute Law Retrieval
This task aims to evaluate the effectiveness and reliability of le-
gal document retrieval systems by assessing their performance in
retrieving relevant Civil Law articles based on previously unseen
queries. The system operates on a static set of Japanese Civil Law
articles, provided in both Japanese and English translation, and
must automatically identify all relevant articles that contribute to
answering a query. An article is considered relevant if its meaning
entails a yes/no response to the query.

The evaluation metrics for this task include precision, recall, and
F2-measure, with an emphasis on recall since the retrieval process
serves as a pre-selection step for entailment. Precision measures
the proportion of correctly retrieved articles among all retrieved
articles, while recall calculates the proportion of correctly retrieved
articles among all relevant articles. The F2-measure prioritizes recall
by weighting it more heavily than precision. Additionally, Mean Av-
erage Precision (MAP) is used to analyze system performance. The
final evaluation score is computed using macro-averaging, where
the metric is calculated for each query and then averaged across
all queries. For this task, there were 1,206 samples provided for
training purposes, and the search collection contained 776 articles
with an average of 71.96 words in each case. Compared to Task 1,
the cases in this task are cleaner and do not need pre-processing
steps.

4.1 Proposed Models
For Task 3, we developed three retrieval models, and in each run,
we considered the top-3 results. To increase the number of training
samples, we use Mistral for data augmentation with 10 different
prompts to rewrite the original sample queries in the training set.
Each prompt is designed to provide a different query and increase
both the number and diversity of training data. If (𝑄𝑖 ,𝐴 𝑗 ) are in the
training data as positive sample, where𝑄𝑖 is the original query, and
𝐴 𝑗 is a relevant article, we generate {𝑄𝑖0, 𝑄𝑖1, ..., 𝑄𝑖9} and consider
positive samples as {(𝑄𝑖 , 𝐴 𝑗 ), (𝑄𝑖0, 𝐴 𝑗 ), (𝑄𝑖1, 𝐴 𝑗 ), ..., (𝑄𝑖9, 𝐴 𝑗 )} for
fine-tuning. Our prompts include the following sample that aims
for summarization, simplification, and rephrasing:

• Reword the legal query into a concise summary that high-
lights the essential legal elements, using precise legal lan-
guage.

• Transform the query into a simplified yet formally worded
version that maintains all critical legal details.

• Paraphrase the following legal query using alternative legal
terms and sentence structures, while preserving the original
legal meaning and nuance.

Table 4 shows how a training query (ID H23-1-4) is rewritten
using three augmentation prompts. In the Paraphrased variant,
phrases are reworded; for instance, “cannot refused execution of his
or her obligation” becomes “cannot withhold performance,” while
the timing and rescission conditions are retained, showing struc-
tural and lexical variation without loss of meaning. The Summa-
rized form highlights the core legal elements: “contract formation
through another party’s fraud,” “the defrauded party cannot refuse
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Table 4: Rewriting of training query (H23-1-4) via three augmentation prompts: paraphrase, concise summary, and formal
simplification for Task 3 data augmentation.

Query In cases where the person who makes the manifestation forms a contract based on the fraud of the other
person, even if the obligation of the other person is not yet executed based on the contract, the person who
makes the manifestation cannot refused execution of his or her obligation for reason of fraud as long as the
manifestation of intention is not rescinded.

Paraphrased When a contract is formed through another party’s deceit, prior to their contractual obligation’s execution, the
deceived party cannot withhold performance based on the fraud. This rule holds as long as the intention to be
bound has not been revoked.

Summarized In instances of contract formation through another party’s fraud, the defrauded party cannot refuse performance
of their obligations prior to contract execution, provided their manifestation of intent has not been rescinded.

Simplified In instances where a contract is formed through the deceit of one party, the opposing party’s obligation to
perform under the contract cannot be refused execution based on the fraudulent inducement, unless and until
the manifestation of intent to be bound has been effectively rescinded.

performance prior to contract execution,” and the binding “mani-
festation of intent.” Finally, the Simplified version preserves critical
details but refines syntax and phrasing, such as rephrasing the
obligation’s status (“obligation... cannot be refused execution”), to
improve readability and flow while retaining formality. We leave
further exploration of rewriting and augmentation of legal queries
for future work.

After data augmentation, we use the original training samples,
along with the augmented data to fine-tune a bi-encoder model,
“all-mpnet-v2” for 10 epochs.We split the data in a 90:10 ratio for the
training and validation sets. The best model on the validation set is
selected based on the highest Spearman correlation score by assess-
ing the similarity of the generated embeddings by comparing them,
using cosine similarity, Euclidean, and Manhattan distances, to the
gold standard labels. This forms our first run, mpnetAIIRLab.

In our second run,mistAIIRLab, we re-ranked the top-10 results
from the previous run (mpnetAIIRLab) for each query using a pair-
wise approach with Mistral. For this, we used the following prompt
and passed the query with two candidates for re-ranking:

Being a ranking model, your task is to decide for a
given legal query in the context of Japanese civil law,
which of the two articles is more relevant.

Finally, our third run, NVAIIRLab, uses another bi-encoder
architecture, using NVIDIA model’s ’NV-Embed-v2’ [4]. For this
approach, we used the pre-trained model as a zero-shot baseline
without any further fine-tuning.

4.2 Experimental Results
Table 5 presents our results for Task 3 on the COLIEE 2025 test
queries. Among our submissions, the mpnetAIIRLab run achieved
the best performance across all evaluation metrics. This higher per-
formance was statistically significant (Student’s t-test, p < 0.05) over
mistAIIRLab for the MAP metric and over NVAIIRLab for Precision.

Looking at the results, the mpnetAIIRLab model has a recall of 1
for 82.4% of queries, while it fails to retrieve any relevant documents
for 8.1% of queries. However, for 78.3% of the queries, only one of
the retrieved articles out of three is considered as relevant, leading
to a precision of 0.33 for those instances. On average, each query in
the test set has 1.26 relevant articles, with only one query having

Table 5: Results of AIIR Lab Runs for Task 3 on the COLIEE
2025 Test Set (74 Queries).

Model F2 Precision Recall MAP
mpnetAIIRLab 0.6246 0.3333 0.8291 0.7931
mistAIIRLab 0.5672 0.3034 0.7521 0.6867
NVAIIRLab 0.5554 0.2863 0.7479 0.7412

three relevant articles and the remainder having fewer. Therefore,
our approach of always considering top-3 results should be further
improved by learning the correct cutoff for the top-k retrieved
results.

Exploring mpnetAIIRLab retrieval results, consider a topic such
as R06-05-O, which is related to a debtor who causes collateral to be
lost before the assigned time. Ourmodel, which uses topic similarity,
finds two relevant documents; however, it also retrieves a non-
relevant article (with ID 706) that addresses an entirely different
scenario of early performance of an obligation, making it irrelevant
to the query regarding loss of collateral. When re-ranked with
Mistral, this irrelevant article was dropped from the result. However,
Mistral includes another article (with ID 135) that focuses on the
timing for the performance or expiration of a juridical act, rather
than addressing the consequences of the debtor’s actions. This
article describes the general principle of a “time of commencement”
for a legal act or obligation.

While mpnetAIIRLab was on average more effective than our
other two runs, for topics such as R06-15-I concerning ineffective
pledge of a claim under a no-pledge clause, our other two runs
were able to find the relevant article (with ID 466) as the top result.
The bi-encoder approach retrieves statutes by measuring surface-
level similarity between the query and statute text embeddings,
so it often favors passages that share common keywords (“pledge,”
“property,” “possession”) even when those statutes aren’t about pro-
hibitions on pledging or their legal effect. In contrast, the language
model–based retrieval captures deeper contextual and logical re-
lationships: it recognizes that prohibiting assignment of a claim
and the consequences for a third party with knowledge of that
prohibition are directly parallel to prohibiting a pledge of the claim.
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Overall, our experimental results show that while our fine-tuned
encoder model primarily considers topical relevance, there is still
room for improvement by better leveraging LLMs’ reasoning ca-
pabilities. We also need a more effective mechanism for selecting
relevant documents, as using a constant top-k for all queries was
not effective.

5 Task 4: Legal Textual Entailment
The Legal Textual Entailment task aims to develop yes/no question-
answering systems for legal queries by determining whether rel-
evant Civil Law articles entail the query. Given a legal bar exam
question, the system evaluates whether the retrieved content entails
the question. The training data consists of query-article-answer
triples, while the test data includes only queries and relevant ar-
ticles without answer labels. The evaluation measure is accuracy,
based on whether the yes/no question is correctly answered. This
task includes 1,206 training and 74 test queries.

5.1 Proposed Models
For this task, we submitted two runs using LLaMA and Mistral
LLMs with a similar approach. With each model, we considered
three prompting techniques to decide if a legal article entails the
legal question:

(1) Zero-shot: The LLM directly predicts Yes/No without any
examples, based solely on the candidate legal article and the
query.

(2) Few-shot: The model is provided with one positive (answer:
“Yes”) and one negative (answer: “No”) example before an-
swering the test input.

(3) Zero-shot COT: Similar to the zero-shot approach but incor-
porating “Let’s think step-by-step” to encourage reasoning
before answering.

For LLaMA, we included the following system prompt to guide
the model’s responses:

You are an expert Japanese lawyer who will decide if
a given legal query can be entailed by a given legal
article. You will answer with Yes or No. Then, you
will provide a brief explanation.

To enhance robustness, we aggregated the model outputs using
majority voting, inspired by the approach proposed by Nguyen et
al. [14]. Our models were named AIIRLLaMA (based on LLaMA)
and AIIRMistral (based on Mistral).

5.2 Experimental Results
Table 6 shows our results on the COLIEE 2025 test set for Task
4. Our results indicate that AIIRLLaMA outperforms AIIRMistral,
achieving an accuracy of 60.81% compared to 56.76%. This suggests
that LLaMA’s entailment reasoning capabilities were more effective
in this legal domain task. For 30 out of 74 queries, almost 90% or
more participating runs had the correct answers, which may indi-
cate these queries were less challenging. Among these 30 queries,
both models had only two wrong predictions on the same instances.
On the other hand, for 7 queries, less than 10 participating runs
were able to predict entailment correctly. While Mistral failed to
predict any of these instances correctly, LLaMA predictions for

Table 6: Accuracy of AIIR Lab Runs for Task 4 on COLIEE
2025 and previous years Test Sets.

Model R06 (2025) R02 R01 H30
AIIRLLaMA 60.81 65.43 36.04 51.43
AIIRMistral 56.76 64.20 37.84 61.43

two queries (with Ids R06-20-O and R06-22-A) were correct. LLaMA
successfully identified the contextual cues linking the shared obliga-
tions and reimbursement rights among guarantors, whereas Mistral
failed to do so.

While our proposed models used majority voting, the effective-
ness of each prompting technique varied. With LLaMA, both zero-
shot and few-shot prompting resulted in an accuracy of 58.11%,
while chain-of-thought prompting increased the accuracy to 63.51%.
The pattern observed for Mistral differed; with zero-shot prompting,
the accuracy was 56.76%, which improved to 59.46% using chain-of-
thought prompting. Notably, when few-shot prompting was used,
the accuracy further increased to 68.92%. These results suggest that
the chosen prompting technique influences the performance of
large language models in tasks such as legal entailment. Moreover,
exploring alternative ensembling techniques could potentially en-
hance our majority voting approach. Finally, the varying accuracies
observed across different query sets from previous labs indicate
that the two language models exhibit distinct strengths depending
on the query type. This indicates the need for further investigation
into query characteristics and more refined strategies for selecting
and fine-tuning LLMs for legal entailment.

6 Conclusion
In conclusion, this paper presents the AIIR Lab’s exploration of large
language models (LLMs) to enhance legal information retrieval and
entailment tasks in the 2025 Competition on Legal Information
Extraction and Entailment (COLIEE). Our participation spanned
four distinct tasks, each tackling unique challenges and opportu-
nities within legal text processing. We found that models such as
Mistral and LLaMA could be effectively leveraged for case sum-
marization and relevance ranking. However, accurately capturing
the nuanced context of legal language remains a challenge. As this
marks our first participation in COLIEE, several avenues remain
unexplored. Future work will focus on optimizing the integration
of neural rankers and classification and ranking approaches with
LLMs, exploring ensembling techniques, and refining strategies for
better semantic alignment.
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