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Preface

We are pleased to present this volume which contains the papers accepted for presentation at
COLIEE 2025, which is the milestone twelfth Competition on Legal Information Extraction and
Entailment (COLIEE 2025). As in previous years when the International Conference on
Artificial Intelligence (ICAIL) is held, we are again joining the ICAIL 2025 conference as a
companion workshop, to be held at Northwestern University in Chicago, from June 16 to 20,
2025.

As in recent COLIEE summaries, what began as only a handful of competitors from Japan and
Canada, COLIEE has spread world wide. This year the COLIEE 2025 competition attracted 24
teams from 13 different countries, demonstrating the growing global interest in legal Al research.
For the first two tasks on case law, eight teams submitted a total of 21 runs for Task 1, and six
teams submitted a total of 18 runs for Task 2. For the statute law tasks, eight teams submitted a
total of 22 runs for Task 3, and ten teams submitted a total of 29 runs for Task 4. For the pilot
task on Tort law four teams submitted a total of 10 runs.

In addition to this year’s task participants, the COLIEE organizing team has continued to extend
and maintain the history of data used in the COLIEE competition, and repond to a growing
number of requests to share that data, all confirmed for use in research projects around the world.
We now have a dedicated team member to moderate access to these data sets (Calum Kwan),
which are curated at a facility at the National Institute of Informatics in Tokyo. As originally
intended, we have not only managed to grow and sustain the COLIEE competition but now
provide access to one of the world’s most valued fully annotated legal data corpora.

The COLIEE organizers would like to acknowledge the continued support of people and
organizations around the planet, including Colin Lachance from Compass Law/Vlex, Juliano
Rabelo from Jurisage, both in Canada, and to Young Yik Rhim of Intellicon in Seoul, who has
been our advocate since the beginning of COLIEE.

In addition, we acknowledge our combined Japanese team, founder Ken Satoh (NII), Yoshinobu
Kano (Shizuoka University), Masaharu Yoshioka (Hokkaido University), Hiroaki Yamada
(Institute of Science Tokyo, Tokyo), and our Canadian team of Mi-Young Kim, Calum Kwan,
and Randy Goebel (University of Alberta). These people have tirelessly contributed in such a
collegial manner, to grow and sustain the COLIEE competition for twelve years.

Randy Goebel, University of Alberta, Canada
Yoshinobu Kano, Shizuoka Univesity, Japan
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ABSTRACT

In this paper, we present our techniques applied by the UA team in
the 2025 Competition on Legal Information Extraction and Entail-
ment (COLIEE 2025). We participated in both retrieval and entail-
ment tasks for case law and statute law. Our information retrieval
approach achieved an unofficial ranking of 7th in Task 1. For Task 2,
our best approach-combing language models with natural language
inference and BM25 was ranked 14th. In Task 3, our model was
ranked 17th for the retrieval task, while in Task 4 our approach
using a language model for binary classification achieved 11th place.

CCS CONCEPTS

« Computing methodologies — Natural language processing;
Heuristic function construction; Neural networks; Classifi-
cation and regression trees.

KEYWORDS

legal textual retrieval, semantic text representation, document sim-
ilarity, binary classification, imbalanced datasets
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1 INTRODUCTION

The adoption of artificial intelligence in the legal domain is rapidly
increasing, leading to the development and deployment of a wide
range of tools. This surge is driven by the vast quantity of legal
information available from sources including law courts, legislators,
legal firms, as well as government and corporate documentation.
To establish rigorous research and evaluation standards for AI
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on the first page. Copyrights for third-party components of this work must be honored.
For all other uses, contact the owner/author(s).
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models in this field, the Competition on Legal Information Extrac-
tion and Entailment (COLIEE) [9] was created. COLIEE aims to
build a research community dedicated to addressing complex le-
gal challenges, such as retrieving relevant case law, determining
case law entailment, identifying and comparing legal arguments,
and processing both statute and case law retrieval and entailment
relationships.

Held annually, the competition provides a benchmark for assess-
ing the latest developments in Al research applied to legal problems.
In this paper, we present our approaches to the four main COLIEE
tasks. Our methods integrate a variety of algorithms designed to ad-
dress both entailment and retrieval challenges. Specifically, we use
an integration of Large Language Models (LLMs), embedding-based
retrieval techniques, and traditional natural language processing
(NLP) methods, all aimed at improving the accuracy and efficiency
of legal information processing. We also incorporate traditional
information retrieval techniques like TF-IDF and BM25 for some
tasks (e.g., Tasks 1, 2, and 3), while implementing a hybrid approach
that combines these methods with transformer-based models.

This paper is organized as follows: In Section 2, we describe each
task. In Section 3, we briefly discuss related work on information re-
trieval and entailment problems. Section 4 presents our approaches.
Section 5 shows our experimental results. Finally, Section 6 con-
cludes the paper and outlines future work.

2 TASK DESCRIPTION
2.1 Task1

In Task 1, known as Legal Case Retrieval, the goal is to develop
and evaluate reliable legal document retrieval methods. For a given
query case, the aim is to retrieve candidate cases from the candidate
pool, which are referenced by the query case. Since the number
of candidate cases is not a constant value, post-processing plays
a major role in ranking and shortlisting the appropriate retrieved
candidates.



COLIEE 2025, June 2025, Chicago, USA

For Task 1, the evaluation metrics consist of precision, recall,
and F1-measure:

Precisi TP
recision = —————
SO = T p P
TP
Recall = ————
TP+ FN
2 X Precision X Recall
Fi-measure =

Precision + Recall
where TP refers to True Positives (correctly retrieved candidates),
FP refers to False Positives (incorrectly retrieved candidates), and
FN denotes False Negatives (missed predictions).

2.2 Task2

Task 2 focuses on legal case entailment. The goal is to identify
specific paragraphs from noticed cases that entail a legal decision
contained within a query case. The input consists of a pair: a new
case with a decision fragment, and paragraphs from noticed cases.
The task is to identify which paragraphs in the noticed cases support
the decision fragment from the query case. As noted above, this task
ultimately requires the identification of legal arguments and their
relationships; so the initial approach is to create approximations of
such argument processing with efficient NLP methods.

The evaluation metrics for Task 2 are the same as those used in
Task 1, as defined earlier.

2.3 Task3

Task 3 aims to retrieve relevant statute law articles from a database
of Japanese statutes, given queries from Japanese legal bar exam
questions. The evaluation of the retrieval models in Task 3 has
three aspects: Precision, Recall and F2 scores, which are separately
defined as follows:

. TP
Precision = ———
TP+ FP
Recall = L
TP+ FN

5 X Precision X Recall
4 X Precision + Recall

where TP, FP and FN are defined as in Task 1 evaluation. The
design of the F, puts more weight on Recall.

F>-measure =

24 Task4

Task 4 requires building a fully automated system that answers
yes/no questions about Japanese statute law, by performing textual
entailment between retrieved Japanese Civil Code articles (from
Task 3) and given yes/no queries from the Japanese bar exam. Per-
formance is measured by how accurately the system answers "Yes"
or "No" for each previously unseen query in the test set.

3 RELATED WORK
3.1 Task1

With the widespread adoption of transformer-based deep learning
(DL) and Large language Models, a plethora of techniques have
emerged in the field of Information Retrieval. Generative Trans-
former models like LEGAL-BERT [3] are also being used to assist
legal NLP research and legal technology applications. TF-IDF (Term

Baek, Dai, Hasan, Kim, Babiker, Kim, and Goebel

Frequency-Inverse Document Frequency) provides the basis for
another popular method for information retrieval in systems with
limited GPU resources. For example, [10] demonstrated the effec-
tive application of the TF-IDF weighting method for information
retrieval on a website, which offers practical insights into devel-
oping efficient and accurate retrieval systems for large-scale text
data. SAILER [11] achieves significant improvements in legal case
relevance assessment by incorporating a structural understanding
of legal documents. Its structure-aware design makes it particularly
suitable for legal applications where case similarity is determined
by nuanced legal reasoning. These developments lay the foundation
of our approach towards the information retrieval tasks in COLIEE
2025.

3.2 Task?2

Many recent COLIEE competition teams have adopted hybrid ap-
proaches that combine traditional information retrieval (IR) meth-
ods with other methods, including transformer-based models [1, 25].
For example, classical ranking models such as BM25 [24] have been
widely used due to their efficiency and simplicity, making them
effective for downsizing large candidate sets. However, BM25 relies
on simple keyword-based matching and may lead to the omission of
semantically relevant paragraphs that unintentionally lack lexical
overlap with the query fragment [24]. To address this limitation,
many teams have integrated BM25 with re-ranker models or entail-
ment classifiers based on transformer architectures, allowing the
system to benefit from both efficient retrieval and deeper semantic
understanding. In COLIEE 2024, the AMHR [19] team integrated
monoT5 into a re-ranking pipeline and fine-tuned it, achieving top
performance. Similarly, other teams adopted multilingual BERT
and DeBERTa with fine-tuning for legal entailment classification
tasks [22], thus demonstrating that such models can capture deeper
semantic relationships than traditional IR techniques [2]. Moreover,
the emergence of large-scale instruction-tuned language models
has significantly expanded the scope of NLP applications, allowing
them to perform a wide range of tasks [29]. Several studies have
shown that supervised fine-tuning of LLMs on task-specific data
can further enhance their performance [27].

3.3 Task3

In Task 3, a variety of tools have been adopted to help under-
stand the semantics of the legal textual information, including bag-
of-words and large language model-based methods. The overall
methodology of high performance COLIEE competition submis-
sions follows the general workflow of combining an initial retrieval
using simpler/smaller models, followed by further re-ranking with
more sophisticated/larger models.

Bag-of-words methods, such as the syntactic methods of TF-IDF
and BM25, have been used primarily to retrieve an initial set of
top-k candidate articles [15, 16, 20]. Language models, e.g., various
pre-trained BERT and T5 models, are often used to either retrieve
or further re-rank the initial candidates. In COLIEE 2024, CAPTAIN
[15] and JNLP.constr-join [16] used ensembles of multiple fine-
tuned model checkpoints for possibly better capturing data diversity.
JNLP.Mistral [16] used Sentence-BERT [23] for similarity score-
based ranking and then prompted the candidates to Mistral 7B [8]
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for re-ranking. Similarly, JNLP.constr-join [16] used a fine-tuned
Tohoku BERT model to first retrieve a set of high-recall candidates,
and then used Orca-2 13B (https://huggingface.co/microsoft/Orca-2-
13b) and Qwen 14B (https://huggingface.co/Qwen/Qwen-14B-Chat)
for further fine-grained ranking.

3.4 Task4

For Task 4, which focuses on yes/no legal entailment within the
Japanese Civil Statute Code, multiple teams have explored prompt-
based Large Language Model (LLM) strategies to handle the unique
challenges of legal reasoning in a binary classification format.

In COLIEE 2024, CAPTAIN [17] builds on few-shot prompting,
Auto-Chain-of-Thought (Auto-CoT), and data augmentation for a
hybrid method to refine entailment judgment. Few-shot prompting
leverages minimal labeled examples directly in the prompt, which
helps the model generalize legal logic from demonstrations. Auto-
CoT systematically generates and then incorporates intermediate
reasoning chains into the final prompt, thus illustrating how the
model arrived at its conclusion. Additionally, CAPTAIN employs
data augmentation to mitigate limited training examples, by gener-
ating synthetic samples to enhance model robustness. NOW]J [18]
focuses on prompt collection and answer extraction. It uses pre-
trained models (e.g., Panda-7B-v0.1 and Flan-T5-XL) and a legally
oriented IRAC (Issue, Rule, Application, Conclusion) structure in the
prompts, which guides the model to express legal reasoning steps
more clearly. Finally, the AMHR[19] team introduces so-called “Mix-
ture of Expert” models (MoE). Their pipeline runs multiple “expert”
prompts on the training set and then reevaluates the aggregated
outputs via an additional prompt. This additional prompt inter-
prets each expert’s response and resolves ambiguities by assigning
weighted voting scores. This approach is a new hybrid integration
of methods that attempts to capture a broader spectrum of legal
reasoning patterns.

4 OUR METHOD
4.1 Task1

In this section, we present our solution for Task 1. We followed
a strategy similar to last year’s winning team, TQM [12], when it
came to the pre-processing and post-processing steps. Initially, we
removed everything before the “[1]” character in the document, as
it contains procedural details. Then, we removed any references
enclosed in square brackets, and any XML/HTML tags. Following
that, we fed the document in chunks to Google Translate [6] to
obtain the English translation in those cases for documents that
were originally in French (note that Tasks 1 and 2 use Canadian
federal case law, and Tasks 3 and 4 use Japanese civil statute law).
Although several recent LLMs are capable of handling multilingual
data, in our approach for Task 1, we leaned towards TF-IDF as the
primary approach, and due to its lack of understanding of semantics
and context, we chose to translate all text to English. Summaries
were also generated for each of the pre-processed documents using
a Qwen2-7B [28] model. The summaries were restricted to 200
words, with the model running on a system containing 2 NVIDIA
A100 80GB GPUs.

For retrieval, we used the aforementioned TF-IDF measure, which
provides a numerical statistic to evaluate the importance of a word
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to a document in a corpus. The TF-IDF score [5] for a term ¢ in
document d is calculated using the formula:

TF-IDF(t,d) = TF(t,d) x IDF(t, D)

Term Frequency (TF) measures how frequently a term t appears in
document d:

Jrd
2edfrd
where f; 4 is the raw count of the term ¢ in a document d. Inverse

Document Frequency (IDF) evaluates how unique or rare a term is
across all documents in the corpus D:

TF(t,d) =

D]

IDF(t,D) = I
D) =log| e D e

Initially, we converted the pre-processed texts to TF-IDF vectors
(with 1-3 word n-grams), and then computed the cosine similarity
between a query and all documents in the corpus, then returned
the top 40 most similar documents for the query. The candidate
set was further refined by calculating the cosine similarities of
their summaries with the query summary, and then re-ranking
and shortlisting the initial retrieval to 20 candidates using a cosine
similarity threshold of 0.05. We experimented with several values
in the range [0, 0.1] and selected 0.05, as it yielded the best results.
If no candidates meet the similarity threshold, we fall back to the
original list.

Subsequently, following [12], we filtered the candidate cases that
have trial dates after the query case’s trial date. This is a logical
approach because a case cannot cite future cases. We assumed
that the latest date in each document was the trial date for that
particular case. This was confirmed using a Qwen2-7B [28] model,
where we prompted the model to extract the latest date in yyyy-
mm-dd format. In accordance with the constraint that a query case
cannot serve as a candidate case for other queries [12], we removed
any query case from the pool of retrieved candidates if it appears
there. Since the average number of candidates retrieved per query
case in the Task 1 training set is 4.10, we apply a dynamic threshold
to our candidate list: we retain the top 50% when the number of
candidates retrieved is greater than 10, to obtain an average of
5.33 candidates per query. We chose this approach because of the
large variation in the similarity scores in the candidate set, where
a similarity threshold would not have been effective.

4.2 Task 2

Task 2 is a multi-label training problem where a decision fragment
may be entailed by multiple paragraphs; we first reformulated it
into a binary classification task. By treating each (fragment, para-
graph) pair as an independent instance, our approach minimizes
the risk of omitting semantically relevant paragraphs that might
be overlooked by fixed top-k retrieval methods [21]. However, this
also introduces a severe class imbalance, as only a small fraction of
candidate paragraphs are truly entailing. To address this imbalance,
we tried two strategies: (1) generating synthetic positive examples
using instruction-tuned LLMs, and (2) downsizing the training data
by filtering out obviously irrelevant candidates using BM25 [24].
Before training or testing, we ensure input consistency by trans-
lating all French paragraphs into English using the Deep Translator
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library’s Google Translate API [4]. Language detection was per-
formed using both the langdetect and langid Python libraries. While
some LLMs such as Qwen support multilingual input, most of the
models used in this work including LLaMA, DeBERTa, and BM25 are
primarily English-based. To ensure consistent performance across
components, we translated all non-English text into English prior to
processing. Additionally, repeated bracketed numeric markers (e.g.,
"[2]", "[3]") beyond their first occurrence were removed to reduce
potential confusion during tokenization and model fine-tuning.

Our overall system integrates three components: (1) large lan-
guage models (LLMs) - Qwen2.5-14B Instruct ! and LLaMA-3.1-8B
Instruct 2; (2) an NLI-specialized model, DeBERTa v3 base 3. and
(3) a traditional IR system using BM25 (BM250kapi).

The motivation is as follows: first, LLMs such as Qwen and
LLaMA are pretrained on vast corpora, which provides extensive
contextual understanding that is essential for the nuanced language
of legal documents [26, 28]. Second, DeBERTa v3 base excels in NLI
tasks, making it well-suited for refining candidate selections [7].
Third, BM25 offers a computationally efficient method to downsize
large candidate sets by filtering out clearly irrelevant paragraphs
through keyword-based matching [14, 24]. In our system, BM25 is
used not only for filtering out the irrelevant paragraphs, but also
as a fallback mechanism during inference. When neither the LLMs
nor DeBERTa returns a confident entailment prediction, BM25’s
top-ranked paragraph is used to ensure that potentially relevant
candidates are not entirely missed.

Based on internal validation results, the ensemble’s prediction
priority was fixed as Qwen — LLaMA — DeBERTa — BM25, in
descending order of observed performance. Each candidate para-
graph was first processed by Qwen; if Qwen returned an entailment
prediction, the result was accepted without evaluating the remain-
ing models. If Qwen failed to produce a prediction, we used LLaMA,
followed by DeBERTa, and finally BM25. This sequential model
invocation was designed to prioritize the most accurate models
while ensuring fallback coverage in uncertain cases. In all sub-
missions, each candidate paragraph undergoes five independent
inference passes by LLMs, and a majority vote across these runs de-
termines the final prediction. Specifically, for Qwen and LLaMA, we
generate five prediction outputs per paragraph (temperature=0.95,
top_p=0.7) to account for sampling variation. The final label is then
decided by majority voting across these five generations. This multi-
inference voting strategy helps mitigate the inherent randomness
of single-run outcomes, particularly for borderline cases.

For the first run (submissionl.txt), we generated synthetic posi-
tive examples using LLaMA-3.1-8B Instruct. Specifically, we aimed
to construct a synthetic training dataset with an approximate 10:1
ratio between negative and positive samples. After data synthe-
sis, both Qwen and LLaMA were fine-tuned on this augmented
dataset. DeBERTa was excluded from this submission to simplify
the model pipeline. This design choice also enabled greater archi-
tectural diversity across our three submissions. For the second run
(submission2.txt), we applied BM25 to select the top-10 most rele-
vant paragraphs per fragment, effectively downsizing the training
data. We explicitly included all true positives in the filtered set,

!https://huggingface.co/Qwen/Qwen2.5- 14B-Instruct
Zhttps://huggingface.co/meta-1llama/Llama-3.1-8B-Instruct
3https://huggingface.co/microsoft/deberta-v3-base
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in case they were not ranked within the BM25 top-10. The result-
ing dataset, which contains all true positives and a reduced set
of negatives, was then used to fine-tune Qwen, LLaMA, and De-
BERTa. To ensure efficient training under limited computational
resources, we applied Low-Rank Adaptation (LoRA) for fine-tuning
all transformer models. At inference time, DeBERTa reranks the
LLM candidates and selects at most the top two paragraphs for sub-
mission, as the average number of gold label entailing paragraphs
per case was 1.4 in the COLIEE 2024 test set. For the third run (sub-
mission3.txt), we used the same training pipeline as the second run,
but modified the post-processing step. We used predefined score
threshold on DeBERTa’s prediction score to allow for a variable
number of entailed paragraphs.

4.3 Task 3

We made three submissions for Task 3, which is the Japanese statute
law retrieval task. In the first submission, we used an ensemble of
BM25 and a sentence transformer model [23] (i.e., all-MiniLM-L6-
v2) to perform hybrid retrieval. BM25 provided article relevance
scores based on syntactic signals, such as word frequency and
document length, and the sentence transformer was used to extract
text embedding vectors for the articles and queries for computing
cosine similarity scores. The results from both methods were re-
ranked using a weighted combination of their scores (i.e., 0.1 for
BM25 and 0.9 for the language model) to produce the final ranked
list of articles retrieved for each query. In the second and third
submissions, we relied solely on the text embedding vectors from
two pre-trained language models to explore improved semantic
representations of legal information. The two sentence transformer
language models were, respectively, gte-large? [13] and all-mpnet-
base-v2®. They were used, respectively, in the second and the third
submissions, to obtain text embeddings for later cosine similarity
computation, as in the first submission.

4.4 Task4

For Task 4, the yes/no Japanese bar law exam questions, we use the
meta-llama/Meta-Llama-3-70B ¢ model (updated April 18, 2024),
leveraging its strong multilingual capabilities and high parameter
capacity to capture nuanced legal text. We adapt the model in two
phases: (1) domain-focused pre-training and (2) task-specific fine-
tuning, thus leveraging Low-Rank Adaptation (LoRA) to control
computation overhead. We used the legal corpus from civil_code_en-
1to724-2.txt provided by COLIEE, for pre-training and converted it
following a “pre-training dataset” schema:

[ { "text": 'Article 1: . <article content> ... " },
{ "text": "Article 2: ... <article content> ... "3}, ... ]

. The objective here was to further adapt the base model’s distribu-
tion to legal language, ensuring it captures domain-specific termi-
nology, phrasing, and context beyond generic text corpora. After
pre-training, we constructed an instruction-tuning dataset aligned
with the Alpaca/Stanford format.” We constructed our instruction-
tuning dataset solely from the COLIEE 2025 statute-law training

“https://huggingface.co/thenlper/gte-large
Shttps://huggingface.co/sentence-transformers/all-mpnet-base-v2
®https://ai.meta.com/blog/meta-1llama-3/
7https://github.com/tatsu-lab/stanford_alpaca
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set. This dataset focuses on yes/no queries derived from bar exam-
style questions or hypothetical legal statute scenarios. Each record
consists of:

e instruction: A short directive, e.g., Given the article(s) be-
low, decide if the answer is “Yes” or “No.”

e input: The actual question or legal scenario (e.g., “An unborn
child may not be given a gift on the donor’s death.”)

e output: The correct label, either “Yes” or “No.”

By framing the classification task in an instruction-style format,
we hope to encourage the LLM to treat each article-and-query pair
as a self-contained prompt-response conversation. To keep GPU
usage manageable, we employ LoRA to fine-tune a subset of model
parameters instead of performing full-parameter updates. We used
a rank of 8, a learning rate of 1le—4, 2 epochs, and a batch size of 4
across 4 NVIDIA A100 80GB GPUs.

During inference, we generate 15 sampled responses (temper-
ature=0.6, top_p = 0.9) for each query and use majority voting
to obtain the final “Yes/No” label. This approach mitigates single-
pass randomness and yields a more stable prediction. Although all
three submissions (UA1, UA2, and UA3) employ the same overall
pipeline—domain pre-training, instruction-based fine-tuning, and
majority-vote inference, each LLM inference pass is based on sam-
pling (temperature, top-p); thus different runs can yield slightly
different predictions. Consequently, these “different” attempts can
produce small but noticeable performance variations.

5 RESULTS

Here, we summarize the experimental results of all tasks.

5.1 Task1

For Task 1, we made three official submissions and one unofficial
submission. However, a bug in the code used for our official submis-
sions resulted in invalid outputs. After identifying this issue, we
conducted an additional unofficial submission to more accurately
assess the true performance of our approach.

The results indicate better performance on the test set compared
to our validation set, which consisted of 78 random queries selected
from the 2025 training set. On the validation set, the approach
yielded scores of 0.0986, 0.0793, and 0.1304 for F1, precision, and
recall, respectively. Our unofficial submission indicates abundant
room for improvement, which we speculate is a consequence of
weak semantic understanding which is a key aspect for information
retrieval.

5.2 Task 2

Table 2 presents the official results for Task 2 in COLIEE 2025,
including our team’s three runs (UA1, UA2, and UA3). On the in-
ternal validation set, UA2 exhibited the most stable performance.
However, on the official test set, UA3 slightly outperformed UA2 in
terms of F1 score. This suggests that the threshold-based selection
mechanism of UA3 may provide greater flexibility.

Overall, the results indicate that there is still room for improve-
ment. In particular, the performance gap between validation and
test sets suggests that our current models may struggle with gener-
alizing to account for varied paragraph structures.
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Table 1: Task 1 Results. Results marked with * are unofficial
submissions.

Team F1 Precision | Recall
JNLP 0.3353 0.3042 0.3735
JNLP 0.3267 0.2945 0.3667
UQLegalAl 0.2962 0.2908 0.3019
UQLegaIAI 0.2957 0.2903 0.3013
UQLegalAI 0.2940 0.2886 0.2996
AIIR Lab 0.2171 0.2040 0.2319
UA™ 0.2073 | 0.1892 | 0.2291
NOW] 0.1984 0.1670 0.2445
AIIR Lab 0.1879 0.2317 0.1580
AIIR Lab 0.1872 0.2308 0.1575
NOW] 0.1708 0.1605 0.1825
NOW] 0.1580 0.1485 0.1688
JNLP 0.1597 0.1307 0.2052
OVGU 0.1498 0.1743 0.1313
UB_2025 0.1363 0.1955 0.1046
UB_2025 0.1171 0.1818 0.0864
UB_2025 0.1051 0.0572 0.6379

SIL 0.0058 0.0054 0.0063
UA 0.0000 0.0000 0.0000
UA 0.0000 0.0000 0.0000
UA 0.0000 0.0000 0.0000

OVGU 0.0000 0.0000 0.0000

Table 2: Task 2 Results

Team F1 Precision | Recall
NOW]_Task2 0.3195 0.3788 0.2762
NOW]_Task2 0.2865 0.2976 0.2762
NOW]_Task2 0.2782 0.2650 0.2928

OVGU 0.2454 0.2759 0.2210
JNLP task 2 | 0.2412 | 0.2000 | 0.3039
JNLP_task_2 0.2400 0.2708 0.2155

ATIR_Lab 0.2368 0.2927 0.1989
AIIR_Lab 0.2229 0.2632 0.1934

OVGU 0.1965 0.2692 0.1547
ATIR_Lab 0.1930 0.2050 0.1823

Task2_CAPTAIN | 0.1882 0.2547 0.1492
Task2_CAPTAIN | 0.1812 0.2453 0.1436
JNLP_task_2 0.1779 0.2500 0.1381

UA3 0.1778 |  0.2090 0.1547
Task2 CAPTAIN | 0.1712 | 0.2252 0.1381
UA2 0.1712 | 0.2252 0.1381
OVGU 0.1708 |  0.2400 0.1326
UA1 0.1736 | 0.2077 0.1492
5.3 Task 3

Table 3 presents the official results for Task 3 in COLIEE 2025, includ-
ing our team’s three runs (UA-gte, UA-mpnet, and UA-bm25_allMini).
The two methods that used only the language models, gte-large
and all-mpnet-base-v2, achieved similar predictive performance
with F2 scores of 0.2426 and 0.2377, respectively. The method that
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used an ensemble of BM25 and all-MiniLM-L6-v2 gave a lower F2
score at 0.1978. In addition, we generally observed that using a
smaller ensemble weight on the BM25 scores, the overall relevance
estimation performance was higher. That is simply relying on the
language model, i.e., making the weight on BM25 equal to 0, per-
forms better than incorporating BM25 with the language model.
Compared with other teams’ submissions in Table 3, our methods
achieved relatively low recall scores suggesting that pre-trained
generic text embedding models may not be sufficient for detect-
ing relevant law articles and that further improvements could be
learning language models that are more domain-specific to the
legal data. In addition, our methods returned low precision, relative
to the recall, suggesting that more sophisticated re-ranking could
be helpful in improving the relevance estimation of truly relevant
articles.

Table 3: Task 3 Results

Team F2 Precision | Recall
JNLP_RUN1 0.7829 0.7521 0.8184
CAPTAIN.H2 0.7769 0.7799 0.797
CAPTAIN.H3 0.7678 0.7489 0.8034
CAPTAIN.H1 0.7583 0.7671 0.7778
JNLP_RUN2 0.7359 0.6806 0.7863
JNLP_RUN3 0.7357 0.6944 0.7735

INFA 0.6474 0.7179 0.6389

mpnetAIIRLab 0.6246 0.3333 0.8291
mistralRerank 0.5672 0.3034 0.7521

OVGU3 0.5654 0.594 0.5748
OVGU2 0.5577 0.5705 0.5641
NVAIIRLab 0.5554 0.2863 0.7479
Ulwa 0.5443 0.5481 0.5513
Ulmeta 0.5422 0.5417 0.5513
Ulthr 0.5356 0.5641 0.5321
OVGU1 0.4372 0.4338 0.4487
UA-gte 0.2426 0.0949 0.4145
UA-Inpnet 0.2377 0.0923 0.4081
UA-bm25_allMini | 0.1978 0.0744 0.3462
NOW].H1 0.0128 0.0128 0.0128
NOW].H2 0.0128 0.0128 0.0128
NOW].H3 0.0128 0.0128 0.0128
54 Task4

Table 4 summarizes the performance for Task 4 (Japanese statute-
law entailment), where the baseline correctly answered 38 out of 74
questions (accuracy 0.5135). Our submissions are UA1, UA2, and
UA3. Among these, UA2 and UA3 both correctly answered 58 out
of 74 questions (accuracy 0.7838), tying for 11th-12th place overall,
while UA1 attained 56 correct (accuracy 0.7568). We see that UA2
and UA3 outperform UA1. Given that the fundamental architecture
itself did not change drastically across the three submissions, these
differences appear to be largely attributable to randomness in LLM
sampling.

In our internal validation (using riteval R05_en.xml as alocal test
set), we achieved around 84% accuracy using the instruction-tuned
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Table 4: Task 4 Results.

Team Correct | Accuracy
BaseLine 38 0.5135
KIS3 67 0.9054
KIS1 65 0.8784
LUONGO1 64 0.8649
UIRunCot 63 0.8514
KIS2 63 0.8514
CAPTAIN2 60 0.8108
JNLP002 60 0.8108
JNLP003 59 0.7973
CAPTAIN1 58 0.7838
CAPTAIN3 58 0.7838
UA2 58 0.7838
UA3 58 0.7838
JNLP001 57 0.7703
KLAP.H2 57 0.7703
UA1 56 0.7568
NOW].run1 55 0.7432
NOW].run2 55 0.7432
NOW].run3 55 0.7432
OVGU1 55 0.7432
RUG_V1 49 0.6622
KLAP.H1 48 0.6486
OVGU3 47 0.6351
RUG_V3 46 0.6216
AIIRLIaMA 45 0.6081
OVGU2 45 0.6081
RUG_V2 45 0.6081
AlIRMistral 42 0.5676

model without domain pre-training. Adding domain pre-training
nudged it slightly higher (to about 86%), but results still varied
from run to run. By applying majority voting over 15 sampled out-
puts per query, we maintained a relatively stable 84% in repeated
experiments. Although our official test performance ranged from
75.68% to 78.38%, notably lower than the 84% we consistently ob-
served during local trials. We attribute the discrepancy primarily
to unobserved complexities in the official test questions.

5.5 Discussion

Based on our implementations using both LLMs and traditional
methods such as TF-IDF and BM25, we can summarize our discus-
sion as follows. For Task 1, using TF-IDF resulted in more reliable
performance in the information retrieval task leveraging term fre-
quency; however, this approach lacks semantic depth because it
ignores contextual information, suggesting the need for a hybrid
approach. For task 2, employing an LLM-based approach as a proxy
for binary classification enabled the capture of deeper semantic
relationships and reduced the risk of missing relevant paragraphs,
although its generalization was limited due to variations in para-
graph structure. In task 3, the TF-IDF resulted in lower precision,
indicating the need for more domain-specific models and re-ranking
techniques. Finally, for task 4, LLM-based models achieved robust
performance in statute-law queries when majority voting was used
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to address randomness in generation, but overall performance was
somewhat lower, likely due to the increased complexity and poor
generalization to unseen queries. Furthermore, the observed dif-
ferences between our submissions (UA1, UA2, and UA3) suggest
that minor variations in sampling randomness, although majority
voting was employed, can lead to measurable performance shifts.

6 CONCLUSION

We have presented our techniques for the COLIEE 2025 competition
using various approaches. Our findings highlight the trade-offs
among methods and suggests the need for a hybrid approach that
combines strategies such as frequency-based methods, semantic
processing, and re-ranking. In addition, the suboptimal performance
of generic LLMs in legal text representation demonstrates the need
for more domain-specific tuning.

In future work, we will focus on developing more stable infer-
ence approaches and better fine-tuning techniques to address the
generalization problem. We also plan to investigate hybrid strate-
gies that integrate semantic models with traditional techniques, as
well as to improve pre-processing and post-processing. For example,
we aim to explore better approaches for dynamic thresholding and
text segmentation. Although a quick comparison showed only a
modest ~2 pp accuracy lift from continual pre-training (84 % — 86
%), the gain was not yet consistent across runs. We therefore intend
to run targeted ablations on pre-training length and tuning method
to pinpoint when continual domain pre-training really pays off.
Concretely, we will checkpoint the model at multiple cut-offs (e.g.,
every 5 K and 10 K steps) to detect early saturation and compare
full-parameter updates against parameter-efficient schemes such
as LoRA or adapters to balance accuracy with compute cost.
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Abstract

Legal case retrieval plays a crucial role in modern judicial
systems, ensuring efficient access to relevant precedents.
This paper presents a methodology for legal case retrieval,
which integrates lexical and semantic retrieval techniques.
Our approach begins by utilizing a retrieval strategy where
MPNet vector similarity scores are used to select the top
k candidate documents for each query, thereby reducing
the search space. Subsequently, we extract nine distinct fea-
tures from each query-document pair and leverage an LTR
(Learning To Rank) model to predict their relevance scores.
A predefined threshold is then applied to determine the final
set of relevant documents.

CCS Concepts: - Computing methodologies — Infor-
mation extraction.
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1 Introduction

Legal case retrieval is a fundamental task in the judicial
system, aiding legal professionals in identifying relevant
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precedents to support legal arguments and decisions. With
the rapid expansion of legal databases, the need for effi-
cient and accurate retrieval systems has become increasingly
important. The Competition on Legal Information Extrac-
tion/Entailment (COLIEE) has emerged as a significant plat-
form for advancing the state-of-the-art in legal information
processing and retrieval. Traditional retrieval methods, such
as lexical matching with BM25, often struggle to capture
the complex semantic relationships inherent in legal texts.
On the other hand, deep learning-based retrieval methods,
while effective, require significant annotated data and com-
putational resources. We are the SemIntLab group, and we
provide here with the SIL methodology that we experimented
with while participating in COLIEE 2025. We propose a hy-
brid legal retrieval approach that combines lexical and seman-
tic retrieval techniques. Given the large number of candidate
cases for every query case, the SIL team decided to employ a
cascading framework to avoid high computational costs. We
arrange a multistage pipeline with constructing the indexes
in the first stage, then reducing the search space by retrieving
top k candidates for every query case, and finally re-ranking
the relevant document by LTR (Learning To Rank) model.
Our methodology begins with an initial retrieval stage that
ranks documents based on the similarity scores of MPNet em-
beddings, selecting the top 100 candidate documents for each
query. Subsequently, we extract nine key features from each
query-document pair and employ an LTR model to predict
their relevance scores. These features include query length,
document length, the number of references in the query, the
number of references in the document, BM25 score, query
likelihood (QLD) score, and Doc2Vec similarity. A predefined
threshold is then applied to determine the final set of rel-
evant documents. This multi-stage approach ensures that
both surface-level term matching and deep semantic simi-
larity are effectively captured, while the LTR model refines
relevance judgments through supervised learning.
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By integrating retrieval strategy and leveraging feature-
based learning-to-rank techniques, our approach seeks to
enhance the accuracy and efficiency of legal case retrieval.
This study contributes to the ongoing advancements in legal
information retrieval by bridging traditional and modern
retrieval paradigms for more reliable legal case retrieval
systems.

The paper is structured as follows. Section 2 describes
the task 1 of the COLIEE 2025 workshop in which we have
participated. Section 3 consists of existing works for legal
case retrieval and section 4 describes our SIL methodology
and the results. Finally, the conclusion and suggestions for
future work are provided in Section 5.

2 Problem Statement

Legal Case Retrieval (LCR) is primarily an Information Re-
trieval (IR) task but comes with its own set of challenges. The
task aims to develop effective and reliable legal document
retrieval systems. In this context, the cases referenced by a
query case are called noticed cases, which serve as decision-
supporting cases for that query. The objective is to input a
query case and retrieve all the noticed cases from a given
collection, focusing on measuring how accurately the system
captures the relevant supporting cases. [9]

Unlike traditional keyword-based document search, LCR
demands an understanding of how legal cases are connected
and cited. The goal is to enhance the accuracy and relevance
of search results by capturing semantic and referential rela-
tionships between cases.

Formally, given a query case g and a set of candidate cases
C=A{cs,ca...,cm}, M € N*, the task is to identify a subset
of relevant cases S = {ry,rs,...,7x | ri € C A support(r;,q)},
where support(r;, g) indicates that the case r; supports the
query case q in at least one aspect.

Data Corpus

Corpora commonly used in LCR systems span across multi-
ple jurisdictions, including India, Canada, and China. For the
COLIEE 2025 LCR task, a corpus comprising Federal Court of
Canada case laws has been provided. All query and noticed
cases are presented as a pool in JSON format.

An example of the training set (JSON file) is shown below:

"000001.txt": ["000005.txt", "012101.txt"],
"003423.txt": ["398421.txt", "@12101.txt",
"173651.txt"],

"012831.txt": ["000001.txt"],

The dataset includes:

e Training set: 7350 documents containing query cases
with their corresponding noticed cases.
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e Test set: 2159 documents consisting of only the query
cases.

3 Related Work

Legal Case Retrieval (LCR) has been an active area of research
since its inception in 1994. Existing methods can be broadly
categorized into three areas: traditional statistical methods,
neural language models, and hybrid approaches.

3.1 Traditional Approaches

Early LCR systems represent cases using hand-crafted fea-
tures such as n-grams or learned embeddings like doc2vec.
Retrieval of ‘noticed cases’ is performed using non-learning-
based methods (e.g., TF-IDF, BM25) or supervised learning-
based methods such as classification and ranking [8][6].
These approaches are computationally efficient and inter-
pretable, but they often fail to capture deeper semantic struc-
tures inherent in legal language.

3.2 Neural Models

Neural methods have significantly advanced LCR by model-
ing the semantic richness of legal texts. Architectures like
CNNs[15], BiDAF[11], and SMASH-RNN[3] encode case se-
mantics more effectively. Transformer-based models like
BERT-PLI[12] process documents in segments to perform
pairwise comparisons. Models such as SAILER employ input
trimming but risk loss of contextual information. Pre-trained
legal-specific models such as LEGAL-BERT and Lawformer
further improve representation by training on legal corpora,
although they often lack retrieval-specific supervision.

3.3 Hybrid Models

Hybrid methods combine both lexical and semantic features
to enhance retrieval. Graph-based models like CaseGNN[14]
represent documents as text-as-graph constructs (TACGs),
modeling sentences as nodes and their interdependencies
as edges. These models use graph attention mechanisms to
learn structural relationships that go beyond surface text
and often outperform transformer-based models on COLIEE
benchmarks.

Recent advancements include the use of Large Language
Models (LLMs), such as GPT-4, for summarization and le-
gal reasoning. At COLIEE 2024, systems like CAPTAIN uti-
lized LLMs for legal entailment, while others incorporated
Chain-of-Thought prompting to enhance interpretability and
accuracy. These developments suggest that LLMs can pro-
vide significant improvements in guiding retrieval via legal
reasoning [1, 7].

4 SIL Methodology

Despite advances, most models either focus on semantics or
lexical overlap—not both. Our system bridges this by com-
bining dense retrieval, structural features, and supervised
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ranking. This offers a more holistic and scalable solution for
retrieving relevant legal cases.

Our proposed system for Legal Case Retrieval (LCR) em-
ploys a two-stage pipeline designed to optimize both retrieval
efficiency and relevance accuracy. The methodology inte-
grates state-of-the-art techniques in semantic representation,
approximate nearest document search, and learning-to-rank.
The pipeline consists of two main stages (see Figure 1)

(1) Document Index Construction and Candidate Retrieval
(2) Learning-based Re-ranking of the relevant documents

4.1 Document Index Construction and Candidate
Retrieval

The initial stage focuses on creating a searchable index of the
legal case document corpus and obtaining a fast initial search
to retrieve a set of potentially relevant candidate documents
for a given query.

Preprocessing: The input legal case documents are pre-
processed to perform text cleaning and text normalization.
To ensure language consistency, we first detect and remove
French text using langdetect. If a document contains mostly
French, it is translated into English. For query cases, we
extract only sentences containing placeholders like FRAG-
MENT_SUPPRESSED, REFERENCE_SUPPRESSED, and CI-
TATION_SUPPRESSED, as they typically indicate cited ref-
erences . For candidate cases, we retain the full text. If a case
includes a summary, it is extracted and prepended to the
main content. Cases without summaries are left unchanged.
(5]

After preprocessing, we rank documents based on the
scores of MPNet from HuggingFace, selecting the top 100 can-
didate documents for each query. MPNet model is a variant
of BERT optimized for semantic similarity tasks, to transform
each pre-processed document into a high-dimensional dense
vector embedding. This process captures the underlying se-
mantic meaning of the legal text, mapping documents with
similar legal concepts to nearby points in the vector space.
Unlike BERT’s masked language modeling (MLM), which
independently predicts masked tokens without modeling
inter-token dependencies, or XLNet’s permuted language
modeling (PLM), which disrupts positional information, MP-
Net unifies masked and permuted pretraining (PMLM) while
preserving original token positions [13]. This architecture
is particularly suited to legal documents, where long-range
dependencies (e.g., between clauses in a contract) and precise
word order (e.g., in statutory definitions like "knowingly and
willfully") are semantically critical. Empirical studies demon-
strate MPNet’s superiority in semantic similarity tasks [10],
with a 4.2% higher accuracy than RoBERTa on the Legal-
Bench benchmark [2]. To enable an efficient large-scale sim-
ilarity search, the generated document embeddings are in-
dexed using the Facebook Al Similarity Search (FAISS) library
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[4]. This index stores the vectors directly without compres-
sion and utilizes Maximum Inner Product Search (MIPS)
for similarity computation. Given that sentence-transformer
models like MPNet often produce normalized embeddings,
maximizing the inner product is equivalent to maximizing
cosine similarity, effectively identifying vectors pointing in
similar directions within the semantic space. The result is
a persistent index containing all document vectors. Then,
obtain the vector representation of the query document with
the same MPNet model that was used in the document index
construction stage. This stage ensures that both the query
and the candidate document vectors are represented in the
same semantic vector space. The query vector is then used to
search the FAISS index. This search efficiently computes the
inner product similarity between the query vector and all in-
dexed document vectors, enabling fast retrieval of potentially
relevant documents. The system retrieves the identifiers of
the top-N (where N = 100) documents corresponding to the
vectors that yield the highest inner product scores with the
query. These top-scoring vectors form a candidate set, which
prioritizes recall and serves as input to the subsequent re-
ranking stage. The value of N is a tunable hyperparameter
that controls the size of this candidate pool.

4.2 Learning-based Re-ranking of the Relevant
Documents:

The final stage refines the candidate set using a more sophis-
ticated machine learning model to improve the precision
and ranking order of the final results. Simple semantic sim-
ilarity, while effective for initial retrieval, may not capture
all dimensions of legal relevance. Therefore, for each query-
candidate pair where the candidate belongs to the retrieved
set, a comprehensive feature vector is extracted to capture
deeper semantic, lexical, structural, and contextual relation-
ships. Below are the nine features considered for rich feature
vector [5]:

1. query_length: Number of tokens in the query case.

2. doc_length: Number of tokens in the candidate case.

3. query_ref num: Count of references/citations in the
query (e.g., <...>).

4. doc_ref num: Count of references/citations in the can-
didate document.

5. BM25 Score: BM25 ranking score based on bag-of-
words relevance.

6. Bm25 rank: Rank of candidate document based on
BM25 scores

7. QLD Score: Query Likelihood with Dirichlet Smooth-
ing — a probabilistic IR model score.

8. Qld rank: Rank of candidate document based on QLD
score

9. Doc2Vec Similarity: Cosine similarity between Doc2Vec
embeddings of the query and candidate case (dense
vector representation capturing semantic similarity).
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Figure 1. SIL Methodology for Legal Case Retrieval

The BM25 and QLD scores are calculated dynamically based
on the top-k retrieved documents for each query. A Gradient
Boosting Decision Tree (GBDT) model is employed for the re-
ranking task, specifically LightGBM. This model is selected
for its strong performance on tabular data, computational
efficiency through techniques like gradient-based one-side
sampling and exclusive feature bundling, and its native sup-
port for high-dimensional feature vectors. The pre-trained
LightGBM model receives the constructed feature vector for
each query-candidate pair and outputs a continuous rele-
vance score, representing the predicted likelihood of the can-
didate document being relevant to the query. The LightGBM
model is trained using a dataset of query-document pairs
annotated with relevance labels (e.g., 'Relevant’, ’Not Rele-
vant’). Here, in our case, the relevant label means noticed
cases. The model is trained specifically for a learning-to-
rank task, using a listwise objective function. Normalized
Discounted Cumulative Gain (NDCG) is used as the primary
evaluation and optimization metric, as it accounts for both
the relevance level of each document and its position in the
ranked list. This ensures that the model learns to prioritize
more relevant documents higher in the final output, thereby
improving the quality of results presented to the query.

Thresholding: Once the relevance scores are generated
for all candidate documents, a final filtering step is applied
using a predefined relevance threshold. Documents with
scores below this threshold are excluded as they are likely
to be irrelevant. The threshold used is the similarity scores
of the query-candidate greater than 0. It was selected as it
was giving suitable number of candidate documents. Some
other threshold can also be used. The relevant documents
are sorted in descending order by relevance scores to form
the final ranked list. This list represents the system’s best
estimate of the most relevant legal cases for the given query.

5 Results

Evaluation Metrics

The system’s performance is evaluated using precision, recall,
and F-measure. These are computed using micro-averaging
across all queries.

Number of correctly retrieved cases
Total number of retrieved cases

e Precision:

Number of correctly retrieved cases
Total number of relevant cases

e Recall:

2 % PrecisionxRecall

* F-measure: Precision+Recall

Micro-averaging is used, meaning that the evaluation met-
rics are computed globally across all queries, rather than
individually (macro-average).

Table 1. Evaluation Metrics for SIL System Methodology

F1 Score
0.0058

Recall
0.0063

System | Precision
SIL 0.0054

The task is very challenging, and while the SIL team’s
performance is not strong (about 8th in 12 submissions), it
still shows promise for two reasons

e Itisargued that managing computational resources for
such a challenging problem is important as improve-
ments based only on more computation don’t provide
insight into semantic structure of the case retrieval
challenge.

o Theideaof a "cascaded" structure of incremental heuris-
tic methods to successively filter case candidates offers
the opportunity to identify what kinds of lexical and
semantic heuristics offer potential high advantage in
this hybrid approach.
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6 Conclusion

The COLIEE 2025 competition has provided a wonderful
opportunity for our SIL team to experiment with different
techniques to address legal case retrieval. We plan to use
more features in stage 2 in our future work. We also look
forward to developing a dataset for the Indian jurisdiction
and bringing it to the COLIEE challenge. We are committed to
employing the lessons learned throughout this competition.
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ABSTRACT

Legal Judgment Prediction (LJP) has emerged as a promising task
in the legal domain, aiming to support decision-making processes
by predicting court outcomes. The COLIEE 2025 shared task intro-
duced a new pilot subtask, LJPJT 2025, focusing on Japanese civil
tort cases and comprising two subtasks: tort prediction (TP) and
rationale extraction (RE). In this paper, we present the system de-
veloped by Team KIS for LJPJT 2025. Our system employs a simple
yet effective architecture based on ModernBERT, and achieves com-
petitive results, including the top F1 score on the RE task among
all participants.

Beyond system implementation, we conduct an in-depth analysis
of evaluation metrics using over 200 models trained with diverse
hyperparameter configurations and data splits. Our findings re-
veal substantial variation in model performance across data splits
and metrics, highlighting the difficulty of evaluating model perfor-
mance with respect to generalization under such variability. We
also demonstrate that binary F1 scores, officially used in RE eval-
uation, are highly sensitive to subjective design choices, such as
label definitions, making them potentially unsuitable for consistent
model evaluation.

Our study underscores the importance of metric design in le-
gal NLP tasks and offers insights for future research on robust
evaluation methods.
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1 INTRODUCTION

Al-assisted workflows have enabled the processing of larger vol-
umes of documents than ever before. As natural language process-
ing (NLP) technology continues to advance, its applications have
expanded across a wide range of domains. The legal field is no
exception. For over a decade, the Competition on Legal Informa-
tion Extraction and Entailment (COLIEE) [21] has been held to
promote the automatic processing of legal documents, attracting
many researchers worldwide.

Previous editions of COLIEE have focused primarily on le-
gal information retrieval and entailment tasks. However, COLIEE
2025 [10] introduced a new pilot task: the Legal Judgment Prediction
for Japanese Tort cases (LJPJT) 2025 task [32].

The Legal Judgment Prediction task targets civil litigation cases
involving torts. It comprises two subtasks: rationale extraction (RE),
which predicts whether each claim by the plaintiff and defendant
is accepted by the court; and tort prediction (TP), which predicts
the court’s final decision. While this task is technically related to
judicial automation, it also supports real-world use cases such as
enabling litigants to select favorable claims, thereby facilitating
faster settlements and lowering the cost of legal services.

The dataset constructed by Yamada et al. [32] represents a signif-
icant addition to the field of Legal Judgment Prediction, following
previous efforts in China [31] and Europe [4, 5, 16]. It is the first
dataset of its kind designed specifically for the Japanese legal system,
where legal conventions and civil procedures differ substantially
from those in other jurisdictions.

We approached the task by developing a simple system based on
ModernBERT [29]. Our system uses the 130M parameter variant of
ModernBERT, allowing for efficient inference and training within
limited computational budgets. Although the architecture itself
is straightforward, we achieved slightly improved performance
through model ensembling.

This paper provides an overview of our system and compares
multiple models built for the task. Based on these comparisons,
we discuss the inherent difficulty of the task and examine which
evaluation metrics may better capture model performance in a
robust manner.

Our contributions are summarized as follows:

o We developed a ModernBERT-based system for the LJPJT
2025 task. Our system achieved the best performance among
participants on the rationale extraction (RE) task.

e Using a large collection of trained models, we investigated
the effects of different evaluation metrics and data splits, and
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Rationale Extraction
Undisputed Facts (UFs)

A posting “Mr. X1, you should pay back the money”
was made in the website D, via IP address —
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UF;

Plaintiff's Claims (PCs)

This posting, based on a viewer of ordinary prudence
and his way of viewing, indicates the fact that a person
named “X1,” who works at factory B, borrowed
money from a certain individual but has not repaid it.

PC,

There are only two persons with the surname “X1”

PC, who work at factory B: the plaintiff and his cousin.

The viewers of this posting, who know the plaintiff
but do not know the plaintiff’s cousin, would regard
the plaintiff as the subject of the posting.

It is possible to identify the subject of this posting as
the plaintiff.

Defendant's Claims (DCs)

PC,

N

DC; | We do not admit all the allegations from plaintiff.

Tort Prediction

X

Court Decision

Figure 1: An example tort instance, with texts cited
from [32].

discussed the challenges of the task and the design of better
evaluation criteria.

e We demonstrate that binary F1 scores, officially used in RE
evaluation, are highly sensitive to subjective label choices
and split conditions, making them less suitable as robust
evaluation metrics.

2 RELATED WORK

2.1 The LJPJT 2025 Task

The dataset for the LJPJT 2025 task is constructed from Japanese
court judgments. Each judgment may involve one or more instances
of torts, specifically those defined under Article 709 of the Japanese
Civil Code (unlawful acts). For each tort, the dataset includes three
categories of text segments extracted from the court judgment
documents: undisputed facts, claims from the plaintiff, and claims
from the defendant.

This task consists of two subtasks: tort prediction (TP) and ratio-
nale extraction (RE). The RE subtask involves predicting whether
each individual claim, either from the plaintiff or the defendant,
was accepted by the court. The TP subtask requires predicting the
court’s final decision regarding each tort case.

Figure 1 shows an example tort instance used in the task, and
Figure 2 shows its corresponding JSON-style input. Our system
aims to predict the court_decision for each tort, along with the
is_accepted status for each claim. Further details on the textual
structure of the input can be found in [32]. Unlike other COLIEE
datasets, this dataset is provided solely in Japanese (monolingual).

Kazuma Kadowaki and Yoshinobu Kano

{
"version": "train0O1.jsonl",
"tOrt idll . IIOII
- . >
"undisputed_facts": [
{"id": "0", "description": "A posting ..."}
] s
"plaintiff_claims": [
{"id": "O0", "description": "This posting ...",
"is_accepted": true},
{"iq": "1", "description": "There are ...",
"is_accepted": true},
{"igq": "2", "description": "The viewers ...",
"is_accepted": false},
{"igq": "3", "description": "It is ...",
"is_accepted": falsel}
] b
"defendant_claims": [
{"igq": "0", "description": "We do not ...",
"is_accepted": true}
] 3
"court_decision": false
}

Figure 2: An example JSON-style input for the LJPJT 2025
task.

The official baseline system for the LJPJT 2025 task is the Inter-
Span Transformer (IST), an improved variant of the model proposed
by Chalkidis et al. [5]. It has been evaluated by the task organizers
as a strong benchmark [32]. The IST model encodes each claim
using BERT [7] and applies a shared Transformer [26] model to
jointly predict both rationale extraction (RE) and tort prediction
(TP). During training, hyperparameter optimization was performed
not only for standard parameters such as learning rate and model
size, but also for the loss weighting ratio between the two subtasks.
Specifically, the overall loss is defined as « - losstp + (1 — «) - lossgg,
where « is a tunable hyperparameter.

A notable characteristic of this task is its difficulty, as even human
annotators often fail to make correct predictions. In our prelimi-
nary experiments, modifications to the model architecture yielded
only marginal improvements. Consequently, detailed architecture
exploration is considered out of scope for this paper.

For reproducibility, the task organizers allow the use of publicly
available LLMs, but prohibit the use of closed models such as GPT-
40 [19] or Gemini [24].

2.2 Ensemble Approaches in Other Tasks

Model ensembling has become a common and effective approach
in legal-domain tasks, particularly in recent COLIEE competitions.
Many participating teams have employed ensemble methods to
boost performance [1, 9, 13, 17, 28]. In line with this trend, our sys-
tem also incorporates ensembling to enhance prediction accuracy.

2.3 ModernBERT

BERT [7] has been widely used across various natural language pro-
cessing (NLP) tasks, including classification, information retrieval,
ranking, and named entity recognition. A common paradigm is
to pre-train the model on a large general-purpose corpus, such as
Wikipedia or web pages, and then fine-tune it on a smaller dataset
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specific to the downstream task. Compared to large language mod-
els (LLMs), BERT-based models are lightweight and easier to train,
making them still attractive for domain-specific tasks where general
LLMs may lack sufficient coverage. However, BERT has several lim-
itations, including a relatively short maximum sequence length of
512 tokens and architectural inefficiencies that arise from hardware-
agnostic design choices.

To address these issues, Warner et al. [29] recently proposed
ModernBERT, which introduces several architectural and training
improvements. Most notably, it supports sequence lengths of up
to 8,192 tokens and demonstrates improved performance across
various tasks, partly due to pretraining on a large-scale corpus
that includes a diverse range of sources, such as source code. To
handle long sequences efficiently, ModernBERT adopts a hybrid
attention mechanism: while some Transformer layers [26] retain
full attention across all tokens, others (specifically two-thirds) use
local attention restricted to neighboring tokens. Additional im-
provements include the removal of next-sentence prediction (NSP),
a pretraining task originally used in BERT to model sentence-level
coherence, based on findings that it contributes little to downstream
performance; the replacement of absolute positional embeddings
with rotary embeddings; and various architectural refinements
such as modifications to bias terms and LayerNorm. Training ef-
ficiency is further enhanced through various improvements, in-
cluding changes to the optimizer, learning rate scheduling, and
unpadding strategies.

While Warner et al’s original ModernBERT targets English, a
Japanese counterpart sbintuitions/modernbert-ja-130m! has
been released as a publicly available pretrained model. It inherits
many of the same design principles, including support for long
sequences and architectural efficiency. One key difference, how-
ever, lies in its tokenizer: whereas the original ModernBERT uses
the [CLS] ... [SEP] format similar to BERT, the Japanese version
adopts a RoBERTa-style format using <s> ... </s> [14]. Although
the vocabulary includes special tokens such as <c1s> and <sep>,
these tokens were not used in the pretraining corpus and thus lack
specific learned behavior. The modernbert-ja models are also
available in multiple size variants: tiny (30M), small (70M), base
(130M), and large (315M). Among these, we use the base-size (130M)
model, which consists of 19 layers, with a hidden size of 512 and
an intermediate dimension of 2,048.

2.4 Evaluation Metrics and their Robustness

To develop more robust NLP models, many prior studies have ex-
plored strategies that improve the reliability of model evaluation
under varying conditions. These include addressing biases in label
definitions [8, 11, 23] and enhancing interpretability and explain-
ability [3, 12].

From the perspective of evaluation methodology, Moss et al. [15]
proposed J-K-fold cross-validation as a more robust alternative to
standard train-test splits. Moreover, while metrics such as accuracy
and F1-score are commonly used, they often fail to capture issues
such as model bias or generalizability. As a result, there has been
growing interest in alternative metrics [2, 20, 22, 27].

https://huggingface.co/sbintuitions/modernbert-ja-130m
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In particular, Vickers et al. [27] conducted a large-scale empirical
comparison of several evaluation metrics, including Accuracy, Bal-
anced Accuracy, F1 (especially Macro-F1), Informedness, Matthews
Correlation Coefficient (MCC), and Normalized Information Trans-
fer (NIT), across tasks such as natural language understanding
(NLU), visual question answering (VQA), and machine translation
(MT). They concluded that Informedness is not only intuitive, as
it interprets evaluation as an “odds game” in which chance-level
performance receives no credit, but also more effective at capturing
model generalizability. Based on these findings, they recommend re-
porting Informedness alongside standard metrics in future research.
We briefly summarize the definitions of Informedness, MCC, and
NIT below.

Informedness. Informedness measures the probability that a pre-
diction is informed, rather than due to class bias or random guessing.
It is defined as:

N 5 1
- Z Pr(Y =y;) {Pr(Y—y,)
1 [N
= N “TPr(v=y) LUt F U

lfﬁt =Yz

where N is the number of samples, and §; and y; denote the
predicted and true labels for the ¢-th sample, respectively. Here,
Pr(Y = y) represents the empirical distribution of true labels, and
Pr(Y = y) is the empirical distribution of predicted labels. This
formulation rewards correct predictions more when the true class
is rare (i.e., when Pr(Y = y) is small), and penalizes incorrect pre-
dictions more when the true class is common (i.e., when Pr(Y = y)
is large).

Matthews Correlation Coefficient (MCC). MCC [6] is defined as
the correlation between predicted and true labels:

MCC = M,

%y %y
where Cov(7,y) is the covariance between the predicted labels ¢
and the true labels y, and o, oy are the corresponding standard
deviations. It takes the value 1 for perfect predictions and 0 when
predictions are uncorrelated with the true labels.

Normalized Information Transfer (NIT). NIT [25] is an
information-theoretic measure that quantifies how much uncer-
tainty is reduced by a classifier compared to a uniform random
guess. It is defined as:

SI(Y:Y)
NIT = ,
K

where I(Y;Y) is the mutual information between the predicted
labels Y and the true labels Y, and K is the number of classes. A
value close to % indicates random-level performance, while higher
values reflect more informative predictions.

3 IMPLEMENTATION AND EXPERIMENT

Our system is based on ModernBERT [29]. In this section, we de-
scribe the implementation details.

ModernBERT offers two key advantages: strong baseline perfor-
mance and support for long input sequences. Traditional BERT mod-
els are limited in input length, requiring segmentation of texts into
small units, such as individual facts or claims. Ideally, however, joint


https://huggingface.co/sbintuitions/modernbert-ja-130m

COLIEE 2025, June 20, 2025, Chicago, USA

modeling of all information is desirable, as demonstrated by the
effectiveness of multitask learning in the IST baseline for TP and RE
subtasks. Accordingly, we leverage ModernBERT’s long-context ca-
pability and design our system to process input sequences as unified
documents. We fine-tuned the publicly available sbintuitions/
modernbert-ja-130m model for our task.

3.1 Model Input and Output for Fine-Tuning

The input to our model is a concatenated string comprising undis-
puted facts and claims, formatted as follows:

<cls> <s> <sep> UF; <sep> UF; ... </s>
<s> <sep> PC; <sep> PCy ... </s>
<s> <sep> DCj <sep> DCp ... </s>

Here, UF;, PC;, and DC; denote individual undisputed facts,
plaintiff claims, and defendant claims, respectively.

The tokens <cls> and <sep> are special tokens defined in the
ModernBERT vocabulary, although they are not used in the pre-
training of sbintuitions/modernbert-ja-130m but included
in our fine-tuning; <s> and </s> are special tokens used to sepa-
rate sentences, included in the pretraining. We deliberately employ
<s> and </s> to separate the three input segments, and use <sep>
to mark individual claims, since <s> and </s> alone do not indicate
claim boundaries.

During our fine-tuning, each <sep> token is associated with a
binary label for rationale extraction (RE). In particular, all <sep>
tokens within the UF segment are labeled as true (accepted), and
the model is trained accordingly. This labeling reflects the fact
that undisputed facts are always accepted by both parties and are
generally considered valid reasoning components in legal docu-
ments?. However, during inference, outputs from the UF segment
are discarded.

ModernBERT supports sequences of up to 8,192 tokens. For prac-
tical reasons, including memory constraints, we set an upper limit
of 6,144 tokens. If the concatenated input exceeds this threshold,
we first remove the undisputed facts. If the input remains too long,
we truncate tokens from the end of the remaining sequence (i.e., the
DC segment first, followed by the PC segment if needed)®. During
truncation, we preserve all <sep> tokens, even if the correspond-
ing text has been removed, because each <sep> corresponds to
a prediction target; Removing them would cause inconsistencies
between the input and the model’s output structure.

For our model output, the <c1s> token is used for tort prediction
(TP), while each <sep> token performs binary classification for ra-
tionale extraction (RE). As we fine-tuned the model with a standard
cross-entropy classification loss, it naturally produces probability
scores, which we retain during inference to support ensembling.

During fine-tuning, we compute a combined loss function from
both TP and RE outputs, following the implementation of the IST
baseline. Specifically, the overall loss is given by

a -losstp + (1 — @) - lossgg,
where « is a tunable hyperparameter.

In our preliminary experiments, we did not observe any significant difference in
performance when excluding the loss contributions from the UF segments.

3 Among the 6,508 instances in the dataset, the undisputed facts (UFs) were removed
in only 14 instances. Of these, 4 and 9 instances also involved truncation of at least
one plaintiff claim (PC) and defendant claim (DC), respectively.

Kazuma Kadowaki and Yoshinobu Kano

3.2 Hyperparameter Selection

We conducted grid search over several hyperparameters to train
multiple ModernBERT models. The parameters explored were:
e Epochs: 3, 5, 10, 20
e Learning Rate: 5e-6, le-5, 2e-5, 3e-5, 5e-5, le-4
o « (loss weighting for TP task): 0.1,0.2, ..., 0.9
The selection of epochs and learning rates was informed by prior
experiments on the base sbintuitions/modernbert-ja-130m
model. However, we added 20 epochs based on preliminary findings
suggesting better performance with longer training.
The following hyperparameters were fixed throughout all exper-
iments:

o Batch size: 32
e Warmup ratio: 0.01
o Early stopping: Disabled
All other parameters were left at their default values in the
Huggingface Transformers framework [30].

3.3 Ensembling Based on Hyperparameters

As a result of hyperparameter tuning, multiple trained models were
obtained. Among them, we selected a single model that performs
the best in the validation set to serve as one of our final systems.

In addition, we constructed an ensemble system using the top five
models according to validation performance. For each label (TP and
RE), we aggregated the predicted probabilities from these models to
obtain a final probability. If the aggregated probability exceeded 0.5,
the label was predicted as true. This ensembling strategy effectively
increases the parameter capacity of the system and is expected to
improve performance.

3.4 Data Splits for Development

The official LJPJT 2025 task provides only training and test
datasets. To facilitate development, we split the training data
(train001. jsonl) into three subsets with an 8:1:1 ratio, result-
ing in 5,206 samples for training, 651 for validation, and 651 for
development.

While such splits are typically randomized, we performed the
split sequentially, without shuffling the dataset. This decision was
motivated by the observation that a single court judgment may
contain multiple tort cases that share the same undisputed facts but
differ in claims. Shuffling the data may cause related examples to
appear in both training and validation/development sets, potentially
leading to data leakage®.

3.5 Ensembling Based on Data Splits

Using a fixed split of the training data may result in suboptimal use
of available data, especially since the development and validation
subsets are excluded from final training. To address this, we also
explored an alternative ensembling strategy based on multiple data
splits.

Specifically, we partitioned the training dataset into five folds
and trained five models, each using four folds for training and the

“In our preliminary experiments, random shuffling indeed resulted in higher per-
formance compared to sequential splitting, supporting our concern about possible
leakage.
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remaining fold for validation and development. To keep the com-
putational workload manageable, this experiment was conducted
with « fixed at 0.5.

Using a similar ensembling approach, we averaged the predicted
probabilities across the five models and output true when the av-
erage exceeded 0.5. This ensemble was used to examine whether
utilizing the entire training data, including portions that were used
for validation and development, could lead to improved perfor-
mance.

4 RESULTS

In this section, we describe the systems and results submitted by
our team, KIS, to the LJPJT 2025 pilot task of COLIEE 2025. We
present evaluation results on our development set and report our
official formal run scores.

4.1 Our Formal Run Submissions
We submitted three systems to the LJPJT 2025 task’:

o KIS4: the best-performing individual model.

e KIS5: an ensemble of the top five models trained with dif-
ferent hyperparameters, as described in Section 3.3.

o KIS6: an ensemble of five models trained on different data
splits using the same hyperparameters, as described in Sec-
tion 3.5.

4.2 Results on Development Set

Table 1 shows evaluation results of our models on our development
set, which was created by splitting the provided training data. Here,
F1 (True) refers to the standard binary F1 score where the positive
class is “true” (i.e., court_decision for TP and is_accepted for
RE), and F1 (Macro) is the unweighted mean of F1 scores computed
separately for the “true” and “false” classes.

Note that KIS6 itself is not evaluated on the development set,
since four of its five component models were trained using this
set. Comparisons across different data splits may not be directly
meaningful, as the models were evaluated on different test data.

Our results show that ensemble learning, as in previous COLIEE
tasks, offers modest improvements for the target metrics: Accuracy
for TP and F1 (True) for the All category in RE. However, the best-
performing model may vary depending on the evaluation metric,
and no single model consistently outperforms the others across all
criteria.

4.3 Results on Formal Run Dataset

Table 2 shows the formal run results for the TP and RE tasks in
LJPJT 2025%. Among our systems, KIS5 and KIS6 performed better
in the TP task, and KIS5 also achieved the highest F1 (True) score
for the All category in the RE task.

Interestingly, the trends observed in the formal runs do not
always match those seen on the development set. For example, in
the RE task, the F1 (True) scores were relatively similar across all

5The names KIS1, KIS2, and KIS3 were reserved for systems submitted to COLIEE 2025
Task 4. Details of those systems are available in a separate paper by the KIS team [18]
%Only TP Accuracy and RE F1 (True) for the All category are officially considered as
ranking metrics [10]. While the table includes both TP and RE results, note that some
participating systems may use separate models for each task internally.

COLIEE 2025, June 20, 2025, Chicago, USA

categories (All, Plaintiff, Defendant) in the development results, but
the formal run showed a notably lower score for Plaintiff. Similarly,
the KIS4 model exhibited significantly lower F1 (Macro) on the
development set’, but this was not the case in the formal evaluation.
In fact, KIS4 achieved the highest Plaintiff F1 (Macro) among all
models, despite having the lowest Plaintiff Accuracy. These results
suggest that the current evaluation metrics do not always clearly
capture the strengths and weaknesses of each system.

Moreover, the limited improvement from using all available train-
ing data in the KIS6 ensemble suggests that simply increasing train-
ing size does not necessarily lead to better performance in this task.
While the overall system performance remains insufficient for real-
world deployment, our findings indicate that current performance
limitations may stem more from task complexity than from data
volume. Future improvements may benefit from revisiting aspects
of data design or incorporating additional knowledge sources, while
continuing to build on the strengths of the existing dataset.

5 RECONSIDERING EVALUATION METRICS

In this section, we reconsider the evaluation metrics used in the
LJPJT 2025 task based on the models we developed. The official
metrics were accuracy for the TP task and F1 score (with “true” as
the positive class) for the RE task. Additionally, Yamada et al. [32]
used accuracy for both tasks. Our research question is whether
these metrics are indeed the most appropriate ones, and if not,
what alternatives may serve as more robust evaluation measures®.

The following discussion is based on the results of the models we
trained during hyperparameter search. All of these models share
the same architecture and differ only in hyperparameters (including
four epoch settings, six learning rates, and nine values of ) or in
the data used for training and evaluation (five data splits). Other
potential sources of model variability, such as random seeds for
initialization, were fixed in our experiments. Furthermore, a more
comprehensive analysis would include comparisons across different
model architectures. This work should therefore be understood as a
first step toward better metric design, and we leave the investigation
of these additional factors for future work.

5.1 Requirements for Robust Evaluation
Metrics

Robust evaluation metrics should exhibit the following properties:

¢ Interpretability and task alignment: The score should re-
flect actual use cases or be intuitively interpretable. In LJPJT,
for example, the RE and TP tasks are logically connected, as
final decisions are based on whether each claim is accepted.
Ideally, such inter-task dependencies should be captured in
the evaluation as well.

¢ Robustness to data splits: A model that scores well on
one test set should also generalize to other unseen data.
Evaluation metrics should be stable regardless of how the
data is split.

"We did not monitor this metric during model selection.
8Note that robustness is a necessary condition for adoption in shared tasks, but not a
sufficient one.
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Table 1: Evaluation results of our models on the development set. KIS5 is an ensemble of KIS4 and Models 2-5 for KIS5. KIS6
is omitted because its training data overlaps with the development set.

TP RE
Accuracy Accuracy F1 (True) F1 (Macro)
Model Split All PItf. Deft. All PItf. Deft. All PItf. Deft.

KIS5 (Ensembled) devel 0.6482 0.6217 0.6515 0.5916 0.7100 0.7346 0.6849 0.5830 0.6136  0.5523

KIS4 devel 0.6528 0.5311 0.5566 0.5053 0.6937 0.7151 0.6714 0.3469 0.3576  0.3357

Model 2 for KIS5  devel 0.6298 0.6205 0.6448 0.5959 0.6509 0.6810 0.6188 0.6176  0.6401  0.5945

Model 3 for KIS5  devel 0.6436 0.6181 0.6256 0.6105 0.6545 0.6621 0.6467 0.6138 0.6212  0.6063

Model 4 for KIS5 devel 0.6160 0.6089  0.6261 0.5916 0.6372 0.6579 0.6156  0.6065 0.6228  0.5900

Model 5 for KIS5  devel 0.6513 0.6342 0.6433  0.6250 0.6491 0.6690 0.6275 0.6336 0.6412 0.6250
KIS6 (Ensembled) -

Model 1 for KIS6  devel 0.6329 0.6371 0.6333 0.6410 0.6525 0.6556  0.6493 0.6364 0.6317 0.6408

Model 2 for KIS6  devel-2 0.6743 0.5983 0.6188 0.5752 0.6149 0.6212 0.6084 0.5976 0.6188  0.5721

Model 3 for KIS6  devel-3 0.6662 0.6053 0.6042 0.6064 0.6189 0.6092 0.6287 0.6048 0.6042 0.6050

Model 4 for KIS6  devel-4 0.6759 0.6187 0.6264 0.6104 0.6398 0.6321 0.6475 0.6174 0.6263  0.6060

Model 5 for KIS6  devel-5 0.6528 0.6124 0.6083 0.6170 0.6282 0.6417 0.6113 0.6117 0.6048 0.6169

Table 2: Formal run results for LJPJT 2025, a pilot task of COLIEE 2025.
TP RE

Rank Accuracy Accuracy F1 (True) F1 (Macro)

(RE) Team Model All PItf. Deft. All PItf. Deft. All PItf. Deft.
1 KIS KIS5 0.7131 0.6414 0.6452 0.6379 0.7124 0.6734 0.7402 0.6560 0.3862  0.4817
2 CAPTAIN JAIST-LJPJT25 0.7648 0.6865 0.6455 0.7238 0.7055 0.6631 0.7434 0.6187 0.3616  0.3640
3 NOWJ system2 0.6712 0.6691  0.6431 0.6930 0.6921 0.6401 0.7331 0.6073 0.3060 0.4207
4 omega modernbert 0.6663 0.6780 0.6998 0.6582 0.6915 0.6708 0.7063  0.5937 0.3099 0.4147
5 KIS KIS4 0.6970 0.5171 0.4609 0.5684 0.6816 0.6310 0.7247 0.6392 0.4635 0.5236
6 NOWJ systeml 0.6379 0.6555  0.6279  0.6807 0.6812 0.6263 0.7243 0.6015 0.3131  0.4276
7 KIS KIS6 0.7131 0.6696  0.6642 0.6746 0.6730 0.6054 0.7185 0.5808 0.2912  0.3947
8 OVGU OVGU1 0.5148 0.5225 0.4806 0.5607 0.6568 0.6101 0.6962 0.6045 0.4180 0.4892
9 NOWJ system3 0.5973 0.5408 0.5317 0.5491 0.5587 0.6368 0.4456  0.5257 0.4141 0.1712

10 OVGU OVGU2 0.5530 0.5273  0.5240 0.5304 0.4863 0.4497 0.5161 0.3879 0.2264 0.2811
11 OVGU OVGU3 0.5320 0.5146  0.5264 05037 0.3164 0.2904 03376 0.2044 0.1087  0.1537

¢ Handling Ambiguous or Noisy Samples: Metrics should
account for samples that are ambiguous or noisy and thus dif-
ficult to predict, even for humans. This can be done, for exam-
ple, by assigning different weights based on inter-annotator
agreement, or by reporting performance separately for such
samples.

trained models. Aspects such as ambiguity or noise, which cannot
be inferred from the current dataset, are outside the scope of this

paper.

5.2 Generalization: Metric Stability Across

e Low sensitivity to label definitions: Metrics such as recall
or precision can change drastically depending on which
class is considered “true”. Robust metrics should either avoid
such subjective choices or remain stable under alternative
formulations.

o Scalability and feasibility: The computational or manual
cost of calculating the metric should remain acceptable as
the dataset grows.

In the following subsections, we empirically investigate (1) ro-
bustness to data splits, (2) interdependence between the TP and RE
tasks, and (3) correlations among metrics, based on our collection of

Data Splits

We assessed how consistent each evaluation metric is when the
model is trained and tested on different data splits using the same
architecture and hyperparameter settings. Specifically, we applied
24 hyperparameter configurations (4 epochs X 6 learning rates),
training and evaluating a separate model on each of the five data
splits. Table 3 reports the pairwise correlation coefficients of scores
obtained across these splits for TP accuracy and RE F1 (True).

For the TP task, accuracy shows high correlation among splits 2,
3, and 4, but split 0 displays much lower correlation with the others.
This indicates that a model performing well on one split does not
necessarily generalize well to others.
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Table 3: Correlation coeflicients of scores across data splits.

a. TP task: Accuracy

split 0 1 2 3 4
o (INiNG000 03871 0.1318 0.2680 03907
1 03871 [ NN0600 0.7765 0.8229 0.7228
2 0.1318 0.7765 [INTIG000 0.9346 0.8864
3 0.2680 0.8229 0.9346 [IT10000 09727
4 0.3907 0.7228 0.8864 0.9727 [T110600

b. RE task: F1 (True)
split 0 1 2 3 4

A ) 0.7960 0.5545 0.7887 0.8445
1 0.7960 [IINING060 0.9013 0.8151 0.8580

2 0.5545 0.9013 [IT110060 0.7675 0.6911
3 0.7887 0.8151 0.7675 [INIG000 09184
4 0.8445 0.8580 0.6911 0.9184 [T1100060

Table 4: Mean correlation coefficients across data splits (all
metrics).

Task Metirc Correlation

TP Accuracy 0.7035
F1 (True) 0.5986
F1 (False) 0.5958
F1 (Macro) 0.7054
F1 (Weighted) 0.7195
Informedness 0.7009
NIT 0.6872
MCC 0.6999

RE  Accuracy All 0.8874
F1 (True) All 0.8348
F1 (False) All 0.8629
F1 (Macro) All 0.8895
F1 (Weighted) All 0.8891
Informedness  All 0.8875
NIT All 0.8880
MCC All 0.8524
Accuracy Doc-Level 0.9136
F1 (Macro) Doc-Level 0.9193
F1 (Weighted) Doc-Level 0.9242

For the RE task, F1 (True) on split 2 exhibits weak correlation
with other splits, indicating that a data split suitable for evaluating
TP models may not be equally suitable for RE.

We also computed average correlation coefficients for other met-
rics, shown in Table 4. For definitions of Informedness, NIT, and
MCQC, see Section 2.4 or Vickers et al. [27].

Overall, the TP task tends to show lower cross-split correlation
regardless of the metric used, making it more difficult to evaluate
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model performance in terms of generalization. In particular, F1
(True) and F1 (False) exhibit low correlation, likely due to their
sensitivity to label prevalence and class imbalance. While this does
not make them invalid as evaluation metrics, it suggests that they
may lead to inconsistent model rankings across different test dis-
tributions. Among the metrics we tested, accuracy (which is cur-
rently used in the official evaluation), as well as F1 (Macro) and F1
(Weighted), showed slightly better cross-split correlation. However,
even advanced metrics such as Informedness, NIT, and MCC do not
substantially mitigate the instability in this task. Similar tendencies,
though somewhat less pronounced, were observed for the RE task.

5.3 Task Interdependence: Correlation
Between TP and RE

The TP and RE tasks are conceptually related, as both are essential
for judicial reasoning. The baseline IST model also benefited from
multitask learning on both tasks [32]. A natural question is whether
models that perform well on the TP task also excel at RE.

To investigate this, we trained 216 models (4 epochs X 6 learning
rates X 9 « values) using a fixed data split. Each model was jointly
trained on TP and RE. Table 5 shows the correlation between TP
accuracy and several RE metrics: F1 (True), doc-level accuracy, and
doc-level F1 (Macro).

Yamada et al. [32] proposed using doc-level accuracy for RE, moti-
vated by the fact that real-world decisions are made at the tort level.
This metric is computed by averaging claim-level accuracy within
each tort and then taking the macro average across all torts. From
this perspective, one might expect doc-level accuracy to align more
closely with TP performance. However, our results show that F1
(True) has the highest correlation with TP accuracy (approximately
0.27), and both doc-level metrics exhibit even lower correlation. It
remains unclear why these metrics, despite their alignment with
real-world decision units, correlate less with TP performance, point-
ing to a direction worth exploring in future work.

5.4 Inter-Metric Correlations

Using the same 216-model collection, we also computed pairwise
correlations between evaluation metrics within each task. Table 6
shows the results for both TP and RE.

In both tasks, F1 (True) and F1 (False) show weak correlations
with all other metrics. Notably, their mutual correlation is extremely
low: only 0.03 in TP and 0.05 in RE. This suggests that these scores
are highly sensitive to subjective label definitions, such as whether
is_acceptedoris_rejectedis treated as “true”. Such sensitivity
undermines their usefulness as general-purpose evaluation metrics.

In contrast, most other metrics exhibit strong mutual correla-
tions, suggesting that model rankings are generally stable across
metrics that are less sensitive to subjective factors like class labeling.

6 CONCLUDING REMARKS

In this paper, we presented the systems developed by Team KIS
for the COLIEE 2025 Pilot Task, LJPJT 2025. Our system adopts
a straightforward implementation: all claims are fed into Mod-
ernBERT in a unified sequence. Despite its simplicity, the system
achieved competitive performance by leveraging model ensembling.

20



COLIEE 2025, June 20, 2025, Chicago, USA

Kazuma Kadowaki and Yoshinobu Kano

Table 5: Correlation between TP and RE task performance (same dataset).

TP RE
Accuracy F1 (True) Accuracy F1 (Macro)
All PItf. Deft. Doc-Level Doc-Level
TP Accuracy - 1.0000 0.2711 0.2352 0.2404 0.1910 0.0850
All 0.2711 |[N0000 0.8491 0.9138 0.6317 0.5744
F1 (True) PItf. 0.2352 0.8491 [77771.0000 0.5627 0.3904 03148
RE Deft. 0.2404 09138 0.5627 [INING0000 0.6891 0.6608
Accuracy Doc-Level 0.1910 0.6317 0.3904 0.6891 [INING000 0.9665
F1 (Macro) Doc-Level 0.0850 0.5744 0.3148 0.6608 0.9665 [ 1.0000

Table 6: Cross-task performance correlation (same dataset).

a. TP task
Accuracy F1 (True) F1 (False) F1 (Macro) F1 (Weighted) Informedness NIT MCC

Accuracy - 1.0000 0.5056 0.8803 0.8872 0.9460 0.9944 0.9532 0.9751

F1 (True) 0.5056 [INING000 0.0389 0.8456 0.7560 0.5614 0.6914 0.6808

F1 (False) 0.8803 0.0389 [IININ0060 0.5662 0.6835 0.8399 0.7220 0.7536

F1 (Macro) 0.8872 0.8456 0.5662 [INIG000 0.9887 09118 0.9560 0.9641

F1 (Weighted) 0.9460 0.7560 0.6835 0.9887 [ 10000 0.9603 0.9781 0.9910

Informedness 0.9944 0.5614 0.8399 09118 0.9603 [ 71,0000 0.9691 0.9877

NIT 0.9532 0.6914 0.7220 0.9560 0.9781 0.9691 [ 710000 0.9847

MCC 0.9751 0.6808 0.7536 0.9641 0.9910 0.9877 0.9847 710000

b. RE task
Accuracy F1 (True) F1 (False) F1 (Macro) F1 (Weighted)  Accuracy F1 (Macro) F1 (Weighted)
All All All All All Doc-Level Doc-Level Doc-Level

Accuracy All ~ 1.0000 0.7596 0.6487 0.9182 0.9341 0.9499 0.9050 0.9039
F1 (True) All 0.759¢ [INING060 0.0517 0.5253 0.5692 0.6317 0.5744 0.5633
F1 (False) All 0.6487 0.0517 [INING060 0.8769 0.8505 0.7175 0.7499 0.7652
F1 (Macro) Al 09182 0.5253 0.8769 [ 1.0000 0.9986 09153 0.9154 0.9231
F1 (Weighted) All 0.9341 0.5692 0.8505 0.9986 [ 1.0000 0.9234 0.9199 0.9266
Accuracy Doc-Level 0.9499 0.6317 0.7175 0.9153 0.9234 [ 71.0000 0.9665 0.9659
Fl (Macro)  Doc-Level 0.9050 0.5744 0.7499 09154 0.9199 0.9665 [ 10000 0.9980
F1 (Weighted) Doc-Level 0.9039 0.5633 0.7652 0.9231 0.9266 0.9659 0.9980 [ 1.0000

In addition, we analyzed the performance of a large number of
models obtained through hyperparameter search. Our findings indi-
cate that in the LJPJT 2025 dataset, performance varies significantly
across data splits, complicating the evaluation of model perfor-
mance with respect to generalization. We also observed that the
performance of a given model can differ substantially depending
on the evaluation metric used. This highlights persistent challenges
in designing appropriate evaluation metrics. In particular, metrics
such as F1 (True) and F1 (False) were found to be highly sensitive
to subjective choices, such as how the “true” label is defined or how

the dataset is split. These sensitivities raise concerns about their
suitability for model evaluation.

For future work, we plan to explore more robust evaluation
metrics, and to develop models that can better handle cases that are
ambiguous or difficult to resolve, even for human experts [32]. This
may involve incorporating additional external information sources
into the modeling process.
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Abstract

Legal case retrieval plays a crucial role in the legal research pro-
cess as it enables law practitioners, such as judges and lawyers, to
efficiently identify relevant prior cases or precedents for ongoing
cases. However, improving retrieval accuracy remains a challenge
due to the complexity, lengthiness, and unstructured nature of legal
texts. In this study, we propose approaches that integrate struc-
tural representation and summarization based on rhetorical roles
to enhance case retrieval performance. In particular, we introduce
methods where query sentences are labeled with legal rhetorical
roles, and concise versions of the queries built from fact sentences
are matched against both similarly summarized candidate cases
and un-summarized versions. We also explore score-based filtering
of the initial retrieval results. While our approaches do not perform
well in the official task, we note that the method that combines
filtering with summarized queries and un-summarized cases gives
better performance than our other approaches.
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1 Introduction

As the amount of digital legal text has grown exponentially over
the years, there has been growing interest among researchers and
institutions to develop efficient retrieval methods to access this
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vast resource. One such initiative is the Competition on Legal In-
formation Extraction and Entailment (COLIEE)[11]. COLIEE is an
annual event that provides an environment for researchers to de-
velop and evaluate innovative systems aimed at improving access
to legal text. To facilitate this, the competition avails benchmark
datasets that address various aspects of legal text access organized
into different tasks. For the current year, the competition consists
of five tasks. Task 1 requires the retrieval of a set of existing case
law cases that can support the decision of a given query case. For
Task 2 the requirement is to identify a paragraph from an existing
case that can entail the decision of a new case. Task 3 focuses on
retrieving statutory articles that are relevant to a previously unseen
query case. Task 4 involves determining whether relevant Civil Law
articles retrieved for a legal bar exam question entail it or not. The
last task, a Pilot Task, consists of two subtasks that deal with Tort
cases. The first subtask, Tort Prediction (TP), involves predicting
whether a tort is affirmed given facts as well as arguments from
plaintiffs and defendants. The second subtask Rationale Extraction
(RE) focuses on predicting which arguments from both plaintiffs
and defendants will be accepted or rejected.

In this paper, we present our three approaches to Task 1, case law
retrieval. Since the task requires retrieving a set of relevant legal
cases that can support the decision of a given query case, we posit
that in addition to being lexically similar, retrieved cases should also
be structurally identical to the given query cases. We thus explore
in one of our approaches the effectiveness of building structure into
both the query case and existing candidate cases before retrieval.
We define building structure in this instance as identifying and
differentiating sentences according to legal rhetorical roles such as
facts and arguments and selecting only the most effective role/s,
which in our approach is facts, to represent both the query and
candidates during retrieval. We further incorporate retrieval score
filtering in an attempt to improve our results. This involves remov-
ing documents with relevance scores below a predefined threshold
after the initial retrieval stage. Our other two approaches are a
variation of this approach aimed at testing its validity. Specifically,
in an approach that acts as our baseline, we only represent queries
as facts and retain candidates in the original form with no filtering
of retrieval results. In the last approach, we adopt the baseline but
with a further filtering of retrieval results.

Our paper is organized as follows: Section 2 presents related
work, Section 3 describes our approaches in more detail, Section
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4 presents the experimental setup, Section 5 discusses the results,
and Section 6 is the conclusion and also proposes future work.

2 Related Work

Automated case law retrieval plays a vital role in legal research, as it
allows lawyers, judges, and other stakeholders to efficiently access
prior cases that can support the decision applicable to an ongoing
case. However, developing an effective case law retrieval system
remains a significant challenge due to the length and complex
structure of legal documents, as well as the complexity of the legal
language. In recent years, in an effort to address these challenges
and improve performance, many researchers have been incorpo-
rating advanced technologies such as natural language processing,
and artificial intelligence into their systems. Specifically, many of
the latest COLIEE approaches, including the state-of-the-art have
used deep learning methods and Large Language Models(LLMs)
in addition to traditional IR methods. The following are some ap-
proaches that have performed relatively well in recent versions of
the COLIEE competition.

Li et al.[8] deploy a learning to rank based approach using a
diverse set of features generated from lexical matching, and pre-
trained semantic retrieval models. These include features such as
the BM25 query-candidate score, and the documents’ SAILER[6]
and DELTA[7] rank scores. The approach also incorporates prepro-
cessing to remove irrelevant information such as place holder text.
Furthermore, post-processing is performed to reduce irrelevant
documents such as deleting duplicate query cases from retrieval
results.

Curran and Conway|[3] develop a pairwise similarity ranking
framework by training a feedforward neural network to perform
binary classification. The framework uses multiple features derived
from each query-candidate case pair, such as the name of the pre-
siding judge and verbatim quotations.

Li et al.[9] implement a learning-to-rank approach that utilizes
various features such as query length as well as features generated
from a pre-trained structure-aware language model SAILER[6].
The approach also incorporates preprocessing to remove irrelevant
terms and phrases. A post-processing strategy is also applied to, for
instance, remove query cases from results and also filter out cases
with a trial date later than the query case.

Derbamal[4] use a query reformulation method that entails scor-
ing query unigram terms to select representative terms for the
query. BM25 is used for retrieval and the results are processed to
remove retrieved documents with a later year than the query. Fur-
thermore, a threshold-based method is used to select the final set of
relevant documents. Preprocessing is also used to remove irrelevant
information such as place holders and punctuations.

It is evident from these approaches that the use of hybrid ap-
proaches and a combination of various query-document features
can improve retrieval model performance. In addition, through
post-processing, precision can be improved while maintaining a rel-
atively good recall. Finally, as demonstrated in [9] and [8], utilizing
structurally aware methods also has the potential to enhance over-
all retrieval performance. Based on these observations, we aim to
explore a retrieval approach that attempts to build structure into the
case documents through the identification of sentences’ rhetorical
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roles. The approach will further incorporate preprocessing of the
text to remove uninformative content, quality sentence selection
based on a lexical informativeness score, and post-processing to
improve precision.

3 Methods

3.1 Task Description

The goal of the COLIEE 2025 Case Law Retrieval Task 1 is to extract
and return from a Case Law corpus “noticed cases” (S1, S2...Sn),
for a given unseen case Q. A case is considered “noticed” only if it
can support the decision of the case Q. Therefore, the task involves
searching a collection of legal case documents, and only retrieving
those that are relevant to a given query case.

The evaluation metrics for the dataset are precision, recall, and
the F1 measure. Precision calculates the proportion of retrieved
documents that are actually relevant to a query, while recall calcu-
lates the proportion of relevant documents in a collection that are
successfully retrieved for a query. The F1 measure is a harmonic
mean of precision and recall which provides a single metric that
balances both. Micro-average is used for all the metrics, meaning
that each measure is computed using the results of all queries. The
metrics are defined as follows:

.. # of correctly retrieved cases for all queries
Precision =

# of retrieved cases for all queries

# of correctly retrieved cases for all queries

Recall =
eca # of relevant cases for all queries

Precision - Recall
F —measure =2+ — (3)
Precision + Recall

3.2 Approach

Our proposed approach generally relies on three key principles
that have been shown to enhance legal case retrieval performance.
The first is that a query case can be effectively represented using
a summarized or shortened version. Secondly, preprocessing, and
incorporating structural elements into both query and case docu-
ments can enhance their processing and improve retrieval accuracy.
Finally, post-processing techniques can refine results and improve
precision through the removal of less relevant results.

We thus formulate an approach that incorporates a machine
learning component to build structure into the documents, a sum-
marization component, and a retrieval component to identify and
return relevant cases. To build structure, we formulate a classifi-
cation task that identifies the rhetorical role of each sentence in
a document. The roles are based on the semantic function that a
sentence is associated with in the text such as facts, arguments,
or statute. Filtering of results based on an experimentally selected
threshold is also explored.

Our overall pipeline comprises of the following main compo-
nents:

(1) Preprocessing to remove non-informative content and

select informative sentences
All documents are first preprocessed to remove non-informative
content, followed by sentence filtering to retain only the
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most informative sentences. To assess sentence informative-
ness, we employ the Measure of Textual Lexical Diversity
(MTLD) [10], which quantifies lexical diversity by computing
the number of distinct words within a text.

(2) Development of a classifier to identify sentence rhetor-
ical role
A classification model is trained using an external dataset
consisting of sentences with rhetorical role labels. For this
task, we employ a gradient-boosting ensemble learning tech-
nique that builds multiple weak learners, which are typically
decision trees, and combines them to build a stronger pre-
dictive model [5].

(3) Sentence Labeling and Summarization
The classifier is deployed to assign a rhetorical role to each
sentence indicating its semantic function in the document.
Rhetorical roles used are facts,arguments, statute,precedent,
ratio of the decision, ruling by lower court, and ruling by
present court. Facts sentences are then extracted and used
to generate summary version of each document.

(4) Retrieval, Ranking and Results Filtering
For retrieval and ranking, the DPH parameter-free weight-
ing model from the Divergence From Randomness (DFR)
framework[1] is used. As a final step post-processing is im-
plemented in an attempt to enhance precision. This process
involves removing “noticed” cases that share the same ID as
the query case and applying retrieval score-based filtering
to refine the results.

4 Experimental Setup

4.1 Dataset

The dataset for the COLIEE 2025 Case Law Retrieval Task 1 con-
sists of judgments drawn from the Federal Court of Canada. The
training dataset includes 7350 candidate cases with 1678 identified
as query cases. Provided with the training set is a JSON file that
maps each query case to its respective set of “noticed” cases. For
testing, a dataset containing 2159 candidate cases is provided with
400 identified as query cases. The test JSON file only lists query
cases, as the task requires participants to identify “noticed cases”
for each query case.

4.2 Experiments

All our experiments are conducted on Google Colab using Python
and related libraries.

o Text Preprocessing: Non-informative content such as punc-
tuations, special characters, French text and phrases such as
<"Fragment Suppressed"> was removed from text. The text
was split into sentences, and each sentence was assigned a
lexical diversity score to indicate its informativeness. The
diversity score was calculated using the LexicalRichness!
Python module. Sentences with low scores were then filtered
out.

e Development of a classifier to identify sentence rhetorical
role: The sklearn Gradient Boosting Classifier? was trained

Lhttps://pypi.org/project/lexicalrichness/
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and tested on an Artificial Intelligence for Legal Assistance

(AILA) dataset consisting of rhetorically role labeled sen-

tences. The dataset created by Bhattacharya et.al [2], utilizes

sentences drawn from the Supreme Court of India judgments.

Each sentence was represented using a vector of 186 Stylom-

etry features generated using the writeprints® package.

e Sentence Labeling and Summarization: A set of writeprints
features was extracted for sentences in both candidate docu-
ments and query documents and the classifier used to assign
each sentence an applicable rhetorical role. Sentences labeled
as facts were extracted and used to generate summaries for
each candidate document, and each query. The facts role was
selected to generate summaries as it demonstrated superior
performance when compared to other roles in preliminary
experiments.

e Retrieval, Ranking and Results Filtering: Various experi-
ments were conducted to retrieve and rank documents using
the PyTerrier (Python Terrier) framework DPH model. The
DPH model was selected due to its demonstrated effective-
ness during preliminary experiments, where it achieved bet-
ter performance compared to BM25 and TF-IDF. From these
experiments, three were selected as our final runs.

— In the first run summarized queries were matched against
original case documents which had undergone only basic
preprocessing. The ranking cut-off was set at 50, and post-
processing was applied to remove documents that were
duplicates of their respective queries.

— In the second run, the first run was repeated. However, an
additional step was introduced. Specifically, score-based
filtering was incorporated in an effort to improve precision
by reducing the number of irrelevant documents in the
ranked results.

— In the final run summarized queries are matched against
summarized case documents. Low-scoring documents and
those identified as duplicates of their respective queries
were removed to improve precision.

5 Results and Discussion

Results from the three final runs were submitted to COLIEE for
evaluation. Table 1 shows the official evaluation results with our
entries labeled UB_2025. It can be observed that our best perform-
ing in terms of the F1 score is the second run (run2.txt) where
we used summarized queries with un-summarized candidate case
documents and applied filtering. This gives an indication that sum-
marizing candidate documents (run3.txt) has a minor impact in
terms of improving performance in this task. Hence, it can be in-
ferred that the task can benefit more from finding better methods
to summarize query cases, especially when deploying traditional
IR methods for retrieval. Despite a high recall score, our first run
(runl.txt) is the worst performing in terms of overall performance,
highlighting the importance of results post-processing. These re-
sults align with findings from preliminary experiments, reinforcing
earlier observations that summarizing query cases based on signifi-
cant rhetorical roles can enhance retrieval performance as opposed
to using non-summary versions.

Zhttps://github.com/scikit-learn/scikit-learn/blob/98ed9dc73/sklearn/ensemble/_gb.py#L1126 >https://pypi.org/project/writeprints/
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Table 1: COLIEE 2025 Case Law Retrieval Task 1 Results

Team File F1 Precision Recall
JNLP jnlpr&fe2.txt 0.3353 0.3042 0.3735
JNLP jnlpr&fel.txt 0.3267 0.2945 0.3667

UQLegalAI uglegalair3.txt
UQLegalAI  uqlegalair2.txt
UQLegalAl uglegalairl.txt

NOW]

ATIR Lab taskl.aiirmpmist5.txt

NOW] prerank_dense_bge-rerank_bge_ft.txt
AIIR Lab taskl.aiircombmnz.txt

ATIR Lab taskl.aiirmpmist3.txt

NOW] prerank_dense_llm2vec_llama31_8b.txt
JNLP jnlpfel.txt

OVGU taskl_ovgu2.txt

UB_2025 run2.txt

UB_2025 run3.txt

UB_2025 runl.txt

SIL submission_sil_run_results.txt

UA ua_run3.txt

UA ua_run2.txt

UA ua_runl.txt

OVGU ignore_taskl_ovgul.txt

0.2962 0.2908 0.3019
0.2957 0.2903 0.3013
0.2940 0.2886 0.2996

prerank_dense_bge-rerank_bge_ft_llm2vec_major_vote.txt 0.1984 0.1670 0.2445

0.2171 0.2040 0.2319
0.1708 0.1605 0.1825
0.1879 0.2317 0.1580
0.1872 0.2308 0.1575
0.1580 0.1485 0.1688
0.1597 0.1307 0.2052
0.1498 0.1743 0.1313
0.1363 0.1955 0.1046
0.1171 0.1818 0.0864
0.1051 0.0572 0.6379
0.0058 0.0054 0.0063
0.0000 0.0000 0.0000
0.0000 0.0000 0.0000
0.0000 0.0000 0.0000
0.0000 0.0000 0.0000

6 Conclusion

In this paper, we present approaches we submitted towards the
COLIEE 2025 Case Law Retrieval Task 1. In an effort to enhance
performance, we adopted a strategy that focused on implementing
three key principles learnt from the literature, building structure
into the documents, text summarization, and post processing of
results. While our approaches did not reach expected performance,
they have provided valuable insights that can guide future improve-
ments. These include the need to further investigate the effective-
ness of adopting structuring, summarization, and advanced filtering
strategies, as well as identifying ways to enhance their effectiveness.
Hence going forward, we aim to conduct additional experiments
that incorporate advanced techniques such as transformer-based
models for role detection, and the use of semantic retrieval models.
We will further experiment with using different types of features,
varying role classes as well as pre and post filtering strategies such
as neural re-ranking. A failure analysis will also be needed to ex-
amine the impact of different combinations of components and
methods within our overall pipeline. This will help us to identify
potential weaknesses and thus allow us to refine our approach
towards attaining improved retrieval performance.

References

[1] Gianni Amati, Edgardo Ambrosi, Marco Bianchi, Carlo Gaibisso, and Giorgio
Gambosi. 2007. FUB, IASI-CNR and University of Tor Vergata at TREC 2007 Blog
Track. In Text Retrieval Conference. https://api.semanticscholar.org/CorpusID:
267819474

[2] Paheli Bhattacharya, Shounak Paul, Kripabandhu Ghosh, Saptarshi Ghosh, and
Adam Zachary Wyner. 2019. Identification of Rhetorical Roles of Sentences in
Indian Legal Judgments. In International Conference on Legal Knowledge and
Information Systems. https://api.semanticscholar.org/CorpusID:207930532

[3] Damian Curran and Mike Conway. 2024. Similarity ranking of case law using
propositions as features. In JSAI International Symposium on Artificial Intelligence.
Springer, 156-166.

Rohan Debbarma, Pratik Prawar, Abhijnan Chakraborty, and Srikanta Bedathur.

2023. Iitdli: Legal case retrieval based on lexical models. In Workshop of the tenth

competition on legal information extraction/entailment (COLIEE 2023) in the 19th

international conference on artificial intelligence and law (ICAIL).

[5] Jerome H Friedman. 2001. Greedy function approximation: a gradient boosting
machine. Annals of statistics (2001), 1189-1232.

[6] Haitao Li, Qingyao Ai, Jia Chen, Qian Dong, Yueyue Wu, Yiqun Liu, Chong Chen,
and Qi Tian. 2023. SAILER: structure-aware pre-trained language model for legal
case retrieval. In Proceedings of the 46th International ACM SIGIR Conference on
Research and Development in Information Retrieval. 1035-1044.

[7] Haitao Li, Qingyao Ai, Xinyan Han, Jia Chen, Qian Dong, Yiqun Liu, Chong
Chen, and Qi Tian. 2024. DELTA: Pre-train a Discriminative Encoder for Legal
Case Retrieval via Structural Word Alignment. arXiv preprint arXiv:2403.18435
(2024).

[8] Haitao Li, You Chen, Zhekai Ge, Qingyao Ai, Yiqun Liu, Quan Zhou, and Shuai
Huo. 2024. Towards an In-Depth Comprehension of Case Relevance for Better
Legal Retrieval. In JSAIInternational Symposium on Artificial Intelligence. Springer,
212-227.

[9] Haitao Li, Weihang Su, Changyue Wang, Yueyue Wu, Qingyao Ai, and Yiqun Liu.
2023. Thuir@ coliee 2023: Incorporating structural knowledge into pre-trained
language models for legal case retrieval. arXiv preprint arXiv:2305.06812 (2023).

[10] Philip M McCarthy. 2005. An assessment of the range and usefulness of lexical
diversity measures and the potential of the measure of textual, lexical diversity
(MTLD). Ph.D. Dissertation. The University of Memphis.

[11] Juliano Rabelo, Randy Goebel, Mi-Young Kim, Yoshinobu Kano, Masaharu Yosh-
ioka, and Ken Satoh. 2022. Overview and discussion of the competition on legal
information extraction/entailment (COLIEE) 2021. The Review of Socionetwork
Strategies 16, 1 (2022), 111-133.

[4

26


https://api.semanticscholar.org/CorpusID:267819474
https://api.semanticscholar.org/CorpusID:267819474
https://api.semanticscholar.org/CorpusID:207930532

Hierarchical and Referential Structure-Aware Retrieval for
Statutory Articles using Graph Neural Networks

Takao Mizuno
FRAIM Inc.
Tokyo, Japan
t.mizuno@fraim.co.jp

Abstract

Statutory Article Retrieval (SAR) is a key technology for enabling
legal professionals and the general public to access relevant le-
gal information. However, accurately retrieving statutory articles
remains challenging due to the need to interpret the hierarchi-
cal organization of legal texts and the referential dependencies
among provisions. In particular, Japanese statutes exhibit multi-
level hierarchical structures, with lower-level articles often relying
on higher-level contextual assumptions, and frequently include ex-
plicit references to other articles. To address these challenges, we
propose a structure-aware retrieval method based on Graph Neu-
ral Networks (GNNs), designed for COLIEE 2025 Task 3, which
involves retrieving relevant articles from the Japanese Civil Code.
Our model, the Japanese Legal Graph Retriever (JLGR), represents
statutory structure as a directed graph and incorporates citation
information by recursively inlining referenced article texts into
citing articles. A GNN is applied to propagate contextual signals
across the graph, enriching article representations with structural
information. JLGR follows a two-stage retrieval architecture: a GNN-
augmented bi-encoder is used for efficient candidate retrieval, fol-
lowed by a cross-encoder that re-ranks top candidates via fine-
grained query-article interactions. We participated in the COLIEE
2025 formal run as Team INFA and evaluated our system on the of-
ficial Task 3 dataset using the F score as the primary metric. JLGR
ranked 3rd out of 8 teams and demonstrated superior performance
over contrastive learning baselines, confirming the effectiveness of
incorporating legal structure into article retrieval.
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Computing methodologies — Neural networks; « Applied com-
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Root

. Inter-article
Reference

Implicit depenency

Figure 1: Conceptual illustration of hierarchical and referen-
tial dependencies in Japanese statute law. Blue circles repre-
sent structural units (h;), such as part, chapter, section, and
caption(treated as hierarchical due to its topical relevance).
Red squares denote statutory articles (a;). Solid arrows rep-
resent containment; dashed lines indicate omitted substruc-
tures. The red dotted arrow represents an inter-article refer-
ence; the purple dotted arrow indicates an implicit depen-
dency on a neighboring article. These dependencies illus-
trate challenges in interpreting articles in isolation. For for-
mal definitions of a; and h;, see Sections 3.1 and 4.2.

1 Introduction

The Competition on Legal Information Extraction and Entailment
(COLIEE) is an annual shared task series aimed at advancing re-
search in legal information retrieval and textual entailment [7].
COLIEE has served as a benchmark since 2014 and now consists
of four subtasks: case law retrieval (Task 1), case law entailment
(Task 2), statute law retrieval (Task 3), and statute law entailment
(Task 4). Tasks 3 and 4 are based on the Japanese Civil Code and
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use questions from the Japanese bar exam. In Task 3, the focus of
this paper, participants must retrieve a subset of articles from the
Civil Code that are relevant to answering a legal question. Since
this retrieval serves as a preprocessing step for textual entailment
in Task 4, recall is emphasized, and the macro-averaged F score
is used as the official evaluation metric. COLIEE 2025 uses ques-
tions from the 2024 bar exam for evaluation. Recent years have
seen a variety of approaches to Task 3, including lexical retrieval
with BM25, dense retrieval with pretrained encoders, and hybrid
systems using large language models (LLMs) for reranking.
Beyond the competition setting, Task 3 corresponds to the broader

challenge of statutory article retrieval (SAR), which is a fundamen-
tal technology that enables legal professionals and general users to
efficiently access relevant legal information when faced with legal
issues. In SAR, a central task is to automatically identify all statu-
tory articles relevant to a given natural language query. However,
one of the challenges in SAR lies in the difficulty of accurately in-
terpreting legal provisions when read in isolation. Statutory texts,
particularly in Japanese statutes, often follow structural and con-
textual conventions that are not self-contained at the article level.
These challenges are rooted in the structural and semantic char-
acteristics of Japanese statutes. Figure 1 illustrates how statutory
articles are situated within a layered legal structure and intercon-
nected through both explicit and implicit dependencies. Such de-
pendencies complicate retrieval when articles are interpreted in
isolation. Notably, the following three elements are considered po-
tential factors that may affect retrieval performance.

(1) Dependence on hierarchical structure. Japanese statu-
tory articles are typically situated at the lowest level of a

layered legal structure composed of multiple levels such as

parts, chapters, sections, subsections, divisions, and captions;
a caption is not formally a structural element, but because

it often conveys important topical or contextual cues, we

treat it as part of the hierarchy in this work. Each level in

this hierarchy is assigned a heading or label that provides

a high-level semantic description of the legal content under

it. These hierarchical labels often play a crucial role in guid-
ing human interpretation and filtering of relevant articles,

and are therefore important context for retrieval models to

consider (Figure 2).

Implicit dependencies on neighboring articles. Some

articles depend on preceding context, even without explic-
itly referring to other provisions [17]. These implicit depen-
dencies arise when an article relies on definitions or assump-
tions introduced earlier in the text. For example, Article 89

of the Japanese Civil Code states that “The ownership of nat-
ural fruits is acquired by the person entitled to obtain them

when they are separated from the original thing!” How-
ever, the term “natural fruits (fructus naturales)” is not de-
fined within this article itself but in the preceding Article 88;

without reference to such contextual definitions, the scope

and interpretation of Article 89 remain ambiguous. This il-
lustrates that accurate understanding of certain provisions

(2

~

The English translations of statutory provisions cited in this paper are based on those
provided in the COLIEE Task 3 dataset. These translations are intended for research
purposes and may not always correspond to official or legally precise versions.
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1) Hierarchical structure

Civil Code(Ri%)

Part | General Provisions (£—# ##l)
Part Il Real Rights (8=% i)
Part lll Claims (=i f&##)
Chapter | General Provisions (—% §&8l)

Section 6 Extinction of Claims (#7<#i {HEiEDHEH)
Subsection 1 Performance (#—3% ##)

Division 3 Subrogation by Performance (=8 ##ic&k3#il)
(Requirements for Subrogation by Performance)
Article 499 A person that has performed the obligation
for the benefit of the obligor is subrogated to the claim
of the obligee.
(GHEIC L3R OEY) BOEATAR BEHEOLHIEHFEELLE
I3, R CRET B.)

Figure 2: Hierarchical structure of Japanese statutory law.
Articles are nested within multiple structural levels such
as parts, chapters, sections, subsections, divisions, and cap-
tions. This layered structure provides crucial contextual
cues for interpretation.

2) Implicit dependencies

Article 88 (1) Products obtained from the intended use of a thing
are its natural fruits.

(2) Money and other things that may be obtained in exchange for the
use of any thing are civil fruits.

Article 89 (1) The ownership of natural fruits is acquired by the
person entitled to obtain them when they are separated from the
original thing.

(2) A person acquires civil fruits in proportion to the duration of the
right to obtain them, as calculated on a prorated, daily basis.

BAHNAE VORKICREWRNT SEHMEXRRRL TS,

2 POEAOHEE LTRITENSEHRTOMONEEERRLET 5,

BNTAZ ERRRE. TOTYI ST IRIC. CThERNY SENERT2EK
2 EERRE. ThEPDTSENOFEGHMICEC T, BEHHEIKID ThERET

0

Figure 3: Implicit dependencies between articles. Article
89 assumes the reader understands the term ”natural
fruits(fructus naturales),” which is defined in the preced-
ing Article 88. Such context-dependent interpretation poses
challenges for article-level retrieval.

requires prior contextual information embedded in neigh-
boring articles (Figure 3).

Explicit inter-article references. Many articles include
direct references to other articles using expressions such
as “pursuant to the preceding Article” or “in accordance
with Article X These references form semantic dependen-
cies that span multiple articles. When a retrieval model treats
each article as an independent unit, such references may be
overlooked, leading to incomplete or incorrect retrieval out-
comes (Figure 4).

(3

=
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3) Explicit references

Example(1)
Article 166

(2) A claim or property right other than ownership is extinguished

by prescription if not exercised within 20 years from the time when
the right became exercisable.

Article 291 The period of the extinctive prescription provided for in
Article 166, paragraph (2) commences ...

ii Zik=Li 1V,
BwWEER, BYICL>T]
EZBEAT—% BEATARFETHECAET ZHBRMHOHBMI. ..

Example(2)

Article 289 If a possessor of servient land has possessed that land
in conformity with the necessary requirements for acquisitive
prescription, the servitude is extinguished thereby.

Article 290 The extinctive prescription under the preceding Article
is renewed by the servitude holder exercising the relevant rights.

<

g, chicd > THEY 3, ] B
BoEATE HAOMEIS S HREOMANNIE. HREES ZORNETET 5T
Ll > THETS 3.

Figure 4: Explicit references across articles. Article 291 di-
rectly refers to Article 166, and Article 290 to Article 289,
creating explicit semantic links that retrieval systems must
account for.

Developing retrieval models that explicitly capture these structural
and contextual aspects may help improve semantic alignment be-
tween queries and articles, thereby enhancing retrieval performance.

To address these challenges, recent studies have explored vari-
ous directions that are particularly relevant to this work. One ap-
proach involves leveraging graph-based retrieval methods to model
structured relationships between legal provisions.

Graph Neural Networks (GNNs) have been employed in retrieval
systems to enhance document representations with relational sig-
nals. They are particularly effective in modeling complex struc-
tured text data by capturing relationships between words, docu-
ments, and corpus-level features. For example, Albarede et al. [2]
explored using Heterogeneous Graph Attention Networks for pas-
sage retrieval, incorporating contextual information to improve
relevance estimation. Similarly, Wang et al. [29] provide a survey
of GNN applications in text retrieval, highlighting their ability to
model document-level and corpus-level structures beyond surface-
level semantics. Several approaches have also explored hierarchi-
cal retrieval methods to better handle document structure. Liu et
al. [15] proposed Dense Hierarchical Retrieval (DHR), which gen-
erates passage representations that incorporate both document-
level semantics and passage-specific context. Wang et al. [30] intro-
duced a benchmark for Document-Aware Passage Retrieval (DAPR),
addressing the limitations of passage retrievers that fail to consider
document context, and demonstrated that contextualizing passage
representations with document information improves retrieval per-
formance on challenging queries. In the legal domain, G-DSR [17]

proposed a graph-augmented bi-encoder for statutory article re-
trieval, which encodes hierarchical dependencies with a GNN. Specif-
ically, G-DSR constructs a document graph representing the hier-
archical structure of legislative texts and employs a GNN to learn
structure-aware embeddings that capture both the content of each
text unit and its position within the broader legislative framework.
This model demonstrated that incorporating statutory structure
can significantly improve semantic alignment between legal queries
and articles.

As a complementary strategy for improving retrieval performance,
many modern systems have adopted two-stage retrieval architec-
tures [14, 20]. Traditional sparse vector space models such as TF-
IDF [25] and BM25 [24] rely heavily on lexical overlap and suffer
from vocabulary mismatch [8]. To address these limitations, dense
retrieval methods have emerged, mapping queries and documents
into continuous vector spaces to enable semantically meaningful
matching. Unlike sparse vectors whose dimensionality depends on
vocabulary size, dense vectors capture semantic information in a
fixed-dimensional space.

The two-stage retrieval architecture, which combines the effi-
ciency of bi-encoders with the accuracy of cross-encoders, strikes a
balance between retrieval speed and ranking quality. A bi-encoder
encodes the query and each document separately into dense vec-
tors, typically using shared or analogous encoders, even across
heterogeneous inputs. This independent encoding enables efficient
retrieval via approximate nearest neighbor search. In contrast, a
cross-encoder jointly processes the query and each candidate doc-
ument by concatenating them and computing token-level interac-
tions through attention mechanisms, enabling more accurate re-
ranking at higher computational cost [1]. This retrieve-then-rerank
approach has proven effective in large-scale settings.

The bi-encoder paradigm has evolved with advances in neural
representation learning, from early models like DSSM [9] to more
recent Transformer-based encoders [28] such as BERT [6] and Sentence-
BERT [23]. A particularly influential bi-encoder architecture is Dense
Passage Retrieval (DPR) [10], which introduced a dual-encoder frame-
work for open-domain question answering. DPR demonstrated that
dense retrievers trained solely on question—passage pairs can out-
perform sparse lexical models such as BM25. It has since laid the
foundation for many dense retrieval systems. Building on this, mul-
tilingual embedding models such as Multilingual E5 [31] extend
DPR-style training to over 100 languages and have achieved strong
performance in semantic search, bitext mining, and multilingual
retrieval tasks. For Japanese text, Ruri [26] is a general-purpose
embedding model that combines contrastive pre-training on LLM-
generated QA and NLI data with supervised fine-tuning using high-
quality Japanese datasets. It adopts a dual-encoder architecture
with knowledge distillation from a cross-encoder reranker and achieves
state-of-the-art performance on the Japanese Massive Text Embed-
ding Benchmark (JMTEB), surpassing multilingual models such as
Multilingual E5.

To bridge the gap between bi- and cross-encoder paradigms,
ColBERT [12] introduces a “late interaction” mechanism that en-
codes queries and documents into separate token-level embeddings
and compares them using a MaxSim operator. This multi-vector
design enables efficient token-level matching while allowing pre-
computation of document representations, achieving a favorable
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balance between retrieval accuracy and scalability. For Japanese
text retrieval, JaColBERTv2.5 [5] is a state-of-the-art multi-vector
retriever based on the ColBERT architecture. It employs late inter-
action via token-level MaxSim and is trained with knowledge dis-
tillation from strong cross-encoder teachers. Despite being trained
on only 40% of the data used by its predecessor, it achieves supe-
rior performance across standard Japanese retrieval benchmarks,
including MIRACL and JQaRA, while maintaining efficiency suit-
able for large-scale retrieval.

Building on this background, we propose the Japanese Legal
Graph Retriever (JLGR), a statutory article retrieval system sub-
mitted to Task 3 of the COLIEE 2025 competition. JLGR explic-
itly models the hierarchical structure and inter-article references
within Japanese statutes using a graph neural network (GNN). It
integrates structural context into article embeddings to improve se-
mantic matching. The system employs a two-stage retrieval pipeline,
in which a bi-encoder enhanced with GNN-derived representations
is used for efficient initial retrieval, followed by a cross-encoder
that re-ranks the candidates to refine semantic relevance and im-
prove overall ranking quality. We evaluate JLGR on the COLIEE
2025 Task 3 formal run dataset using the official F, score as the
main evaluation metric. Through comparison with baseline meth-
ods, we demonstrate the effectiveness of incorporating structural
information into statutory article retrieval.

2 Related Works

Structure-Aware Retrieval with GNNs. G-DSR [17] is a graph aug-
mented dense retriever for statutory article retrieval (SAR) that
explicitly models the hierarchical organization of legislative texts.
The motivation stems from the observation that legal articles are
rarely self-contained; their interpretation often relies on structural
context such as surrounding articles and section headings. G-DSR
enhances standard dense retrieval models by incorporating this
structural information into article embeddings via a graph neu-
ral network (GNN). The model architecture consists of two inde-
pendently trained components: (1) a dense statute retriever (DSR),
and (2) a legislative graph encoder (LGE). The DSR is a bi-encoder
model where both queries and statutory articles are embedded into
a shared semantic space. Due to article length exceeding typical
Transformer limits, articles are split into passages and processed
via a hierarchical encoder: each passage is encoded with a BERT-
based model, followed by a lightweight Transformer to integrate
inter-passage dependencies. The final article embedding is obtained
by pooling over contextualized passage representations. Training
of DSR follows a contrastive learning framework that maximizes
similarity between positive query-article pairs while minimizing
it against sampled negatives. Negatives include both in-batch and
BM25-retrieved distractors. A domain-adaptive pretraining step is
also introduced, where the BERT encoder is further trained on
unlabeled statutory texts from the SAR domain. The legislative
graph encoder (LGE) enriches article embeddings using a GNN ap-
plied to a graph constructed from the hierarchical structure of law.
Nodes represent both section headings and articles, and edges re-
flect parent-child relationships within the statute. Initial node fea-
tures are computed using the article encoder, and the final node
embeddings are learned via a 3-layer GATv2 network [4]. Subgraphs
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centered around training batch nodes are dynamically sampled
to reduce computational overhead. Experiments on the BSARD
dataset? show that G-DSR achieves state-of-the-art performance
and that structural modeling via GNN contributes significantly to
retrieval effectiveness. Our work builds on this idea and further
incorporates inter-article references not modeled in G-DSR.

Dense Retrieval. Multilingual E5(mE5) [31] is a family of mul-
tilingual embedding models trained under a two-stage contrastive
learning framework, designed to produce general-purpose text em-
beddings for tasks such as retrieval, classification, and clustering.
Among its variants, we utilize e5-multilingual-base in this work
as our first-stage retriever, as it offers a well-balanced trade-off
between performance and efficiency, supports Japanese, and was
publicly available before the COLIEE 2025 cutoff.

In the first stage of training, mE5 undergoes weakly supervised
contrastive pre-training on approximately 1 billion multilingual
text pairs, constructed from a wide range of sources. The mixture
includes Wikipedia (150M), mC4 (160M) [32], CC-News (160M)>,

NLLB translations (160M) [19], Reddit comment-response pairs (160M)*,

S20RC citation links (50M) [16], StackExchange QA pairs (50M)°,
and others. These pairs are used to optimize an InfoNCE loss [27]
with large in-batch negatives (batch size 32k), encouraging seman-
tically similar sentences across languages to be embedded closely
in the vector space. In the second stage, mE5 is supervisedly fine-
tuned on around 1.6 million labeled query-document pairs drawn

from retrieval and QA benchmarks such as MS-MARCO [3], SQuAD [11],

and others. Fine-tuning includes mined hard negatives and knowl-
edge distillation from a cross-encoder teacher model. A particu-
larly noteworthy variant, mE5-large-instruct, is trained on an
extended dataset of 500k synthetic examples generated by GPT-
3.5/4 [21, 22]. These examples include natural language instruc-
tions describing the task, enabling better generalization in zero-
shot and multilingual settings. mE5 models outperform prior multi-
lingual baselines on benchmarks such as MTEB [18], MIRACL [33],
and BUCC [34]. In this work, we adopt mE5-base to encode le-
gal questions and statutory articles into a shared embedding space,
leveraging both multilingual training and instruction tuning.

Japanese-Specific Reranking. To enhance ranking precision be-
yond the bi-encoder stage, cross-encoder architectures have been
widely adopted for reranking due to their ability to model rich
interactions between query and document. For Japanese retrieval
scenarios, recent work has explored language-specific cross-encoders,
such as japanese-reranker-cross-encoder-large-v1i 6,

This model is based on a 24-layer multilingual BERT encoder with
a hidden size of 1024 and is fine-tuned for (query, document) rele-
vance scoring using a full cross-encoding architecture. Unlike prior
Japanese rerankers such as JaColBERTv2.5 [5], which adopt late in-
teraction mechanisms, this model performs dense cross-attention
over the concatenated input pair to directly compute relevance
scores. Training data spans a variety of domains including legal, en-
cyclopedic, and web search contexts, drawn from Japanese QA and

Zhttps://huggingface.co/datasets/maastrichtlawtech/bsard
Shttps://commoncrawl.org/blog/news-dataset-available
*https://www.reddit.com/

Shttps://stackexchange.com/
®https://huggingface.co/hotchpotch/japanese-reranker-cross-encoder-large-v1
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retrieval datasets such as JQaRA, JSQuAD, JaQuAD, Mr.TyDi, MIR-
ACL [33], and quiz-style datasets. Positive and hard negative pairs
were mined using a combination of BM25 and multilingual embed-
ding models (e.g., mE5-large), selecting semantically similar yet
factually incorrect passages via reciprocal rank fusion. The model
is optimized with a cross-entropy loss that encourages the correct
(query, document) pair to score higher than a set of hard negatives
(up to 63 per query). It was trained in two stages: initial training
on noisy synthetic and mined positives, followed by fine-tuning
on higher-quality curated datasets. This reranker achieves strong
performance on Japanese benchmarks such as JQaRA (nDCG@10:
0.7099) and JaCWIR (MAP@10: 0.9364), demonstrating its effec-
tiveness in both open-domain and legal retrieval scenarios.

3 Task Description

3.1 Statute Law Retrieval Task

Task 3 of the COLIEE 2025 competition is a statute law information
retrieval task. The objective is to retrieve an appropriate subset
of articles from the Japanese Civil Code to support an entailment
judgment regarding a given legal query.

LetQ = {qi}fi | denote the set of legal queries derived from bar
exam questions, and let A = {a; }?’i , be the full set of statutory ar-
ticles. For each query g € Q, let ﬂ; C A denote the gold-standard
subset of relevant articles such that:

Entails(A},q) or Entails(A}, not q)

In other words, the following types of articles are considered
relevant:
e Articles that independently entail a Yes/No judgment.
e Articles that contribute jointly with others to such a judg-
ment.
o Articles that appear in at least one subset whose combined
meaning entails the query or its negation.

3.2 Evaluation Metrics

The COLIEE formal run evaluation adopts a cross-year setting, where
past Japanese legal examination problems are used as training data
and the most recent year’s problems serve as the test set.

For each query g € Q, we define:

° ﬂq C A: the set of articles retrieved by the system;
e ranky: the position of the first relevant article (i.e., any a €
Ajy) in the ranked list of Rg.
Each metric is computed per query and then macro-averaged
across Q.

e Precision:

|Rg N AZ|
Precision(q) = ————
[Rql
This measures the proportion of retrieved articles that are
relevant.
e Recall: .
[Rg N AZ
Recall(q) = ————
ecall(q) 7]

This measures the proportion of relevant articles that have
been successfully retrieved.

COLIEE 2025, June 20, 2025, Chicago, USA

e F, Score:

5 - Precision(q) - Recall(q)
4 - Precision(q) + Recall(q)

F(q) =

The Fy score weights recall more heavily than precision, re-
flecting the importance of retrieving all relevant articles.
e Mean Reciprocal Rank (MRR):

1 1
MRR= — % ——
o] &b rankg

This metric evaluates the rank position of the first correct
result in the system’s ranked output.

In practice, all of the above metrics can also be evaluated at a
fixed cutoff k, such as Precision@k, Recall@k, Fo @k, or MRR@k,
based on the top-k ranked articles. This reflects a realistic setting in
which only the top few retrieved results are considered for down-
stream reasoning.

Top-k retrieval is performed using a bi-encoder with a vector-
based similarity measure, such as cosine or dot product. The re-
trieved candidates are then reranked or filtered using a cross-encoder
for more accurate scoring. Additional metrics such as Mean Aver-
age Precision (MAP) and R-precision may also be used for further
analysis, although they are not officially considered in the formal
evaluation of Task 3.

4 Method

This section presents the architecture and training procedure of the
Japanese Legal Graph Retriever (JLGR), a two-stage retrieval frame-
work designed to capture the hierarchical and referential struc-
ture of Japanese statutory law. JLGR models legal articles within
a multi-level legislative hierarchy using a graph neural network
(GNN), enabling structural information to be integrated into arti-
cle representations. In the first stage, a bi-encoder is trained via
contrastive learning to generate initial article embeddings, which
are then refined through GNN-based propagation for structure-
aware retrieval. The second stage re-ranks the top-kp; candidates
using a cross-encoder to produce the final top-kcross predictions.
An overview of the architecture is shown in Figure 5.

4.1 Dataset Construction

As defined in Section 3, the task requires retrieving a subset of
relevant articles ﬂ; Cc A for each query g € Q. To this end, we
construct query-article pairs for supervised training using both
positive and negative labels:

e Positive samples: Articles a* € A7 that are labeled as
relevant to the query g
e Negative samples: Articlesa™ € A; € A\ A}, sampled
using:
— BM25-based negatives: top-ranked articles by lexical simi-
larity (i.e., hard negatives), excluded from the ground truth
— In-batch negatives: positive articles from other queries within
the same training batch

Here, A; denotes a subset of non-relevant articles for query
g, constructed as a mixture of BM25-based hard negatives and in-
batch negatives.

31



COLIEE 2025, June 20, 2025, Chicago, USA

Input

Query

Legal Question Query Encoder

Civil Code Article Encoder

Similarity
Computation

Hierarchical Article Encoder

Segments > Encode - Aggregate
for each article

Statutory Articles

Civil Code Articles with
Recursively Resolved
Citation Content

Legislative Graph

Graph Neural Network

Part L Layers of GATv2 Propagation

@ @
\Ch1 Ch.2
S \f

h /

E-E-E

Stage 1: GNN-Augmented Retrieval

Mizuno et al.

Stage 2: Reranking
Reranking Top-k Results

Output

Retrieved Articles
Ranked by Relevance
Optimized for F2 Score

Cross-Encoder

Top-k
Articles

Training

Contrastive Learning without Graph

Phase 1: Initial Training
InfoNCE Loss

Joint Training of Encoder & GNN
Same Contrastive Objective

[ Phase 2: Graph Fine-tuning ]

Figure 5: Overall architecture of the Japanese Legal Graph Retriever (JLGR). The system follows a two-stage retrieval frame-
work. Stage 1: GNN-Augmented Retrieval uses a bi-encoder enhanced with graph-based propagation over a legislative graph
to independently encode queries and statutory articles. Each article is recursively inlined with citation content and hierarchi-
cally encoded to obtain initial embeddings, which are then further refined via GNN-based propagation. Top-kp; candidates are
retrieved based on cosine similarity. Stage 2: Reranking applies a cross-encoder to re-rank the retrieved candidates, and the
top-ranked article(s) exceeding a threshold are selected as final predictions, optimized for the F, score.

4.2 Graph Construction

To incorporate the hierarchical structure of the Civil Code, we con-
struct a directed graph

G = (V,E)
where:
o Visthe set of nodes representing both statutory articles and
structural units:
V=AUH
Here, A denotes the set of statutory articles, and H is the
set of structural units defined in the Civil Code, such as:
part, chapter, section,
~ | subsection, division, caption
Each h; € H represents a heading in the statutory hierar-
chy.
e E C VxV isthe set of directed edges representing hierarchi-

cal relations. Edges are defined based on structural contain-
ment and parent—child relationships among nodes. Specifi-

cally:
- For structural nodes h;, hj € H:
(hi,hj) € E if h; is the immediate parent of h;

- For statutory article nodes a € A and their enclosing
structural unit h € H:

(hya) € E

if statutory article a is contained 